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Abstract

In this paper, interaction agents are proposed as a metaphor of the agent/personal assistant for computer-based environments that are innovative and rich in functionality, thus have a tendency to produce information overload and are possibly difficult to use. Brokerage systems are typically such complex environments. The manner by which interaction agents can provide useful assistance to users is presented both generically and in the context of the GAIA brokerage environment. The requirements for the interaction agent architectural components are explained and the agent’s conceptual architecture is described. The modelling of the agent environment and interactions, and the selection of inference mechanisms is discussed, as well as the technical approach taken. While the requirements, design and development approach for interaction agents is generic, it is examined in the context of the ACTS (AC 221) project GAIA (Generic Architecture for Information Availability), where this work has been carried out.

1. Introduction

Currently, information brokerage systems are capable of searching enormous quantities of data, often from heterogeneous information sources. In this they can be extremely efficient, producing wide-ranging result sets, drawn from repositories sited globally. In addition, they provide links into supplier sites, and a whole host of value-added information. However, electronic brokers need to provide some means of personalising customer services to be effective at channeling information from suppliers to customers. By analogy, human brokers, such as travel agents, or librarians, before commencing a search, spend time in discussion with their clients to better ascertain their needs. After a broker collects information for a client, he spends time discussing the significance of the information with the client, weighing it up and assessing whether or not it is the information required by the client.

This mediation phase is non-existent or very rudimentary in most information brokerage systems. They rely on the input to the system being a fairly precise expression of the customer’s requirements. This gap between information availability and the relevance of information to the customer often results in “information overload” in various guises. This can be seen, for instance, in the sheer overwhelming volume of returned results and in information being returned that is not relevant. The result is frustration and exasperation, and loss of precious time. At the same time, at the other end of the supply chain, information providers know that the quantity of information they provide is increasing and that unless their customers are provided with useful and usable ways of accessing that information, customers will go elsewhere.

Further complexity is introduced by the innovative nature of the brokerage systems user interfaces, as they integrate a rich variety of services, from searching and retrieving information to on-line ordering and delivering of digital goods, incorporating various other facilities (e.g., tariffing, payment). Nor is complexity restricted to these types of services. As bandwidth expands, and new networking technologies
progress, the information that is transmitted is increasingly multimedia based. In addition, the possibility to link up devices such as cellular phones further increases the functionality and complexity of the interaction space.

Information system developers attempt to tackle the problems of both user and information providers, and combat the negative effects of information overload and user interface comprehension and usage with a number of software solutions. Many of these solutions (among others search engines, softbots, recommendation systems) are sited under the umbrella of ‘software agents’. Despite the fact that these are sometimes piecemeal solutions which offer limited help, the design and architectural issues that are related to those systems are often vague, even to other system designers.

In this paper interaction agents [25] are proposed as a metaphor of the agent/personal assistant, to support and enhance the interaction between the user and the brokerage system. The interaction agent functions as both an assistant of the computer-based system and (following the metaphor of the human assistant) of the application domain. In order to provide such assistance the interaction agent architecture encompasses a model of the (human and software) environment, and a model of the interaction. The organisation of those models into software capable of exhibiting behaviour is determined by the conceptual architecture of the interaction agent. The specific implementation of those models, and the inference mechanisms used, make up the functional architecture of the interaction agent. This paper presents the view of those models at a conceptual and functional level. With regard to existing classifications of agent systems, interaction agents employ characteristics that are mostly met in personal assistants [31], believable agents [7] and pedagogical agents [23,41,28].

This work is being carried out in the context of a European Union ACTS (AC221) project GAIA [1, 2]. The GAIA project is developing a sector and supplier independent Generic Architecture for Information Availability to support multilateral information trading. GAIA offers a robust platform for electronic commerce based on the concept of brokers. A broker integrates a variety of electronic commerce functions and components, namely: authentication, directory services, search, order, item and stream delivery, payment, tariffing, alerting [1, 2]. The GAIA system is distributed, based on CORBA [19], and is being demonstrated in three application domains: music, technical components data and publishing.

The paper is structured as follows. Section 2 briefly presents the related work from the fields of Human – Computer Interaction, Artificial Intelligence and Software Agents and highlights the open research issues and challenges of this research. Section 3 presents the interaction agent conceptual architecture highlighting the important aspects of this design in an abstract manner. Section 4 discusses in a detailed manner the approaches for identifying the basic internal models, which enable the interaction agent to represent and utilise knowledge about the domain of application and the (human and software) environment, towards the aim of interacting with the user and offering useful assistance. Section 5 presents the issues related to the integration of an interaction agent to an existing application which need to be taken into account towards the design of an interaction agents development environment. Section 6 presents the conclusions.

2. Related Work

Maes [30] defines an agent as ‘a system that tries to fulfill a set of goals in a complex dynamic environment’. In the case of the interaction agent the ‘set of goals’ that need to be achieved can be summarised as the provision of useful assistance to the user. Thus it is very important to specify the context of agent assistance and the rationale by which these contexts have been identified. The ‘environment’ of the interaction agent consists of the application user interface and the underlying system (in this case, the GAIA user interface, and underlying GAIA brokerage system). The user actions upon the application user interface provide evidence about the tasks that users try to perform. Knowledge of the underlying system functionality is central, in order to know how to invoke specific modules, for example, in the case of autonomous operation.

The interaction agent must be capable of observing its environmental changes and adapting to those changes by either learning the characteristics of its environmental entities, or choosing to act in order to influence its environment when it ‘judges’ appropriate. The capability of being adaptive is very important in this sense. Benyon and Murray [3] claim that all adaptive systems must possess a user model. a domain
model (a model of the system), and an interaction model (a model of the user-system interaction). The definitions of those models as well as of the manner in which those models are utilised i.e. the interaction agent architecture, are considered as fundamental design tasks in the modelling of the interaction agent.

As is to be expected, methods and techniques from the field of Human Computer Interaction (HCI) are central to this research. Task analysis and user modelling are of particular interest. Task analysis comprises of a set of techniques that can reveal the knowledge that is required for an agent (human or artificial) to perform a task; task analysis is performed, methodologically or informally, in any type of user interface design. In this research it is used to identify the user-system interaction knowledge. User modelling comprises of a set of techniques that identify and correlate user characteristics. Characteristics can include abilities, beliefs, mental states, human factors, domain preferences, etc. User models can be 'hand-coded': the designer constructs a static user model, or 'machine-coded': the user model is built by the system following a specific rationale and thus dynamically updated. The decision of selecting a static or dynamic user model is domain dependent, as both methods have advantages and disadvantages [4].

For interaction agents to be adaptive, capable of learning, and proactive, Artificial Intelligence (AI) methods need to be applied. Theories and techniques of particular interest are cognitive architectures, plan recognition, reasoning under uncertainty, and machine learning. A variety of intelligent systems cognitive architectures [30] have been applied in various application domains. It is claimed [30] that "an agent does not have general or task-independent functional modules". As code reusability is a key goal in all cases of software implementation, this claim raises the question of whether it is possible to build an interaction agent development environment in which the designer will be enabled to insert the domain dependent knowledge easily. Plan recognition and machine learning techniques have been widely deployed rather interchangeably to model the internal knowledge of an intelligent software agent. The emphasis in interaction agent research is on the adaptability features of those techniques. Thus reasoning mechanisms that can model uncertainty [38] are very important to this research.

With regard to existing classifications of agent systems, interaction agents employ characteristics that are mostly met in personal assistants [31], believable agents [7] and pedagogical agents [23,41,28]. Personal assistants "watch over the shoulder" [31] user actions, deducing about user states and goals, and most commonly employ information filtering algorithms [37] to deduce about user preferences. Pedagogical agents [29] have been applied successfully in virtual learning environments with the principal task of assisting their users to learn to manipulate a virtually represented real-life environment (for example a surgery room or a ship engine room).

In 'traditional AI', a key feature of architectural models is that "the agent has a complete internal model of the environment", which is not the case for software agent design [30]. The interaction agent environment is both, ill defined - as there are no general models for representing the characteristics of humans (at least) -, and dynamic - as various aspects of user behaviour may change over time (cognitive factors, goals, preferences, etc.). The emphasis in this research is towards the representation of the dynamics of the interaction agent models rather than the complete enumeration of attributes. Another reason for this approach is related to software engineering aspects: highlighting only the 'important' (as these are provided by user requirements) attributes, increases significantly software reusability. DeWitt [9] also notes that modelling every possible naturalistic property in the user's world does not lead to the most accurate model.

### 3. Interaction Agent Architecture

This section overviews the interaction agent conceptual architecture. The architectural components are presented in more detail in the following section. A more abstract view of the interaction agent architecture was presented in [25].

The interaction agent architecture represents the relations among the three basic models as well as the representation of the agent user interface components. The agent environment in the GAIA case consists of the application user interface, as well as the underlying brokerage system. The interaction agent architecture needs to enable the agent to observe, represent knowledge about and affect its environment.
The basic models into which the architecture is based upon are related to the representation of knowledge about the interaction, the user and the selection of useful assistance. These three components are totally internal to the agent. Additionally, there are components (agent interface) that need to be integrated to the software environment in order to enable the agent to both perceive and affect it. Emphasis is given on investigating the mechanisms by which the application user interface can be utilized and integrated to the agent functionality, for two reasons. Firstly, the agent continually attempts to adapt to user characteristics, which are observed basically on the application user interface. Secondly, the underlying brokerage system is determined by a static application program interface (API), which is used only in cases of autonomous agent operations, which are only a few in the GAIA case.

![Interaction Agent Conceptual Architecture](image)

Figure 1: Interaction Agent Conceptual Architecture

Action selection and learning from experience are two important aspects of agent architectures [30]. In the interaction agent architecture, these issues are handled by the three basic models internally. The issue of action selection arises because there is a need to ensure that the agent understands the user tasks (interaction model) and user preferences (user model) while observing user actions. Also that the agent is capable of initiating the dialogue and offering useful assistance. The issue of learning from experience arises because there is a need for the agent to adapt to alternative user plans towards performing a task. Also to be capable of learning user characteristics that affect his behaviour, as these are defined in the user model. Finally, to be able to evaluate and possibly correct assistance selection. The fact that each software component that implements the internal interaction agent models handles these issues internally, means that the interaction agent architecture can be implemented as both a single agent or a multi-agent architecture.

With regard to action selection, emphasis is given on the collaborative behaviour of the agent. Firstly, autonomous agent operations may have a financial cost for the user, as the GAIA brokerage system supports tariffing of user actions (tariffing is not enabled in all applications of electronic commerce, however). Secondly a collaborative agent behaviour can provide safest (explicit - provided by the user) means for the evaluation and self-correction of the offered assistance, which is an important aspect of action selection.
Learning from experience is an essential characteristic of any adaptive and intelligent system. The interaction agent architectural components are designed in a manner that supports learning and adapting. However, there are also domain and task-dependent characteristics of those models that are static. This is the curse of every intelligent system: the representative model needs to incorporate some form of task and/or domain knowledge. These task and domain characteristics are identified and discussed in this paper. The issue of providing the designer with means of easily specifying these task and domain dependent characteristics as well as applying them to the implementation of the interaction agent is discussed as future work at the end of the paper. The interaction agent has been partially developed in Java, while the communication with the underlying brokerage system was implemented in CORBA.

4. Modelling Interaction Agents

4.1. Interaction Model

As noted above, the issue of identifying, modelling, and utilising the interaction knowledge is central to this research. Interaction knowledge cannot be seen isolated from the tasks that need to be performed by the interacting entities. Task analysis techniques [21, 22] can identify the knowledge an entity (human or artificial) will require in order to achieve its goals, the stages of interaction at which a user would require interaction agent assistance, and alternative plans that this entity would have to execute in order to perform a (sub) task. Among a variety of known and applied techniques [6, 11], the Task Knowledge Structures (TKS) technique [21, 22] was selected to identify the knowledge for the performance of user and agent tasks. TKS identifies the knowledge about various components for a given task: mental states, roles, goals, sub-goals, sub-tasks, procedures, strategies, actions, and objects. It can assist the analyst to capture interaction requirements by identifying the stages of interaction and the knowledge required in each stage of it, in order to perform a task.

![Concept: Search for desired items](image)

Figure 2: “Search for Desired Items” Task Knowledge Structure.

Figure 1 provides an approximation to describe a user’s TKS when the task of ‘searching for desired items’ is carried out. The actions the user needs to perform in this TKS can be separated into actions that may put heavy cognitive load on users (find, evaluate, activate), and actions that are user interface related: actual instructions to the system that may also cause difficulties to users unfamiliar with the interface. The interaction agent can assist the user in both contexts. In the case of actions that require domain knowledge, the interaction agent, as an entity knowledgeable about the domain, can suggest to the user information items that may be of interest or query terms to issue a search request. In the case of user actions that are performed on the user interface, the agent can guide the user in manipulating the application user interface. TKS results in sets of plan-goal oriented substructures (plans) that the users would need to follow in order to perform the task. An example is shown in figure 2.
Figure 3: A "Search for Desired Items" Plan.

The production of such plans is very important, as this is a basic feature of the interaction agent architecture. Each (sub) goal in the plan can be evaluated as central (obligatory for all users) or representative (experienced users might not perform it) for the performance of the task. The interaction agent can evaluate user behaviour (as this is interpreted by user actions upon the application user interface) against the set of plans provided by TKS, in a manner that will enable the agent to reason about user behaviour and adjust its behaviour accordingly. With the use of a plan recognition model the interaction agent is capable to "watch over the shoulder" user actions (typically user interface generated events), in a way that higher level abstractions can be drawn. Also utilisation of plans introduces uncertainty to the interaction agent model of operation. This is true when a user action may correspond to a set of alternative user plans, and possibly sub-goals.

It may be often the case that the user plan is ambiguous to the agent (e.g. a set of alternative plans are candidate to be true). An obvious agent approach to resolve ambiguity would be to explicitly ask the user what is the higher level goal. This is an agent action that can be taken when the user action initiates an "very important" system operation (a safety critical operation, in the case of GAIA, the payment operation, etc.). Such operations can be determined by the user requirements stage. Furthermore specific issues about controlling the dialogue must be taken into account in this case, i.e. does the agent ask the user about the high level goal at once, or does it follow a bottom-up approach and re-constructs the plan (or possibly generates a new plan). In the case of other types of operations, an uncertainty model that will enable the agent to deduce about the user plan without asking the user may be used, taking into account cases of past user operations. Belief networks [38] fit well in this type of problem. Additionally the issue of selecting best causes of user actions is very important, as there are cases, which may have to be deleted as obsolete.

Modelling the complete set of task plans is a painful requirements and design process. Additionally it may cause severe problems in the case that the application user interface is re-designed; the designer has to provide (once again) the complete task knowledge (plan) structures to the agent. In this design the approach towards modelling plan knowledge was intentionally targeted towards the incomplete representation of intermediate plan knowledge. That means that only the two edges of plan knowledge were completely modelled. These were the (high level) tasks, user and system states, the higher level goals and the lowest
level (user interface dependent) goals. For the selection of intermediate knowledge components, only the ones that are characterised as central or representative are selected.

![Diagram](image)

**Figure 4:** The intermediate plan knowledge is represented incompletely in the interaction model.

This approach presents some very important advantages. Firstly it does not require exhaustive enumeration of plans and attributes, which is a complex and painful task for the designer. This approach also reduces the agent software computational complexity. Only the higher-level user states need to be evaluated (by the user model, as described in the next chapter), and the most important user actions need to be taken into account in this case. In addition this approach contributes significantly towards the minimum changes and the reusability of the agent software in future enhancements that may happen on the application user interface side of the system (central and representative attributes are unlikely to change). The incompleteness of the task model is also valid for the lowest level user actions (application user interface dependent). Actions that are not considered important for the “watching over the shoulder” process are not taken into account. For example, such an action could be a “Clear” button that is pressed by the user when he wishes to clear the contents of a form that he has filled in the past. The rest of the actions, which can be observed by the agent, are referred as observable user actions in the rest of the paper.

The application of TKS results in a definition of user and system states that need to be met in order for the user to execute the required tasks, alternative plans for the performance of those tasks, and the identification of user-system interaction stages. Furthermore it reveals stages of interaction where the actions and objects used, typically place cognitive load on the user in the contexts of employment of domain knowledge and actual manipulation of the system. The context of the interaction agent assistance is therefore to be useful to the user in both these contexts. In order to model the task knowledge an approach towards the “incomplete representation of intermediate plan knowledge” was taken based on the centrality and representativeness of interaction components. This approach contributes towards reduction of design and operational complexity, as well as reusability and minimum re-design of the agent software. In the next chapter the user model and the manner in which it is utilised in the case of the GAIA interaction agent is discussed.
4.2. User Model

Users have different characteristics that can affect their capability of using the computer-based system. The term characteristics can include various and composite attributes as human factors (tiredness, short-term memory, long-term memory, disabilities, skill experiences), domain preferences, emotional states, beliefs, expectations, biases, etc. As one might expect firstly there are no commonly acceptable user models for every computer-based system and secondly not all observable human characteristics are essential in order to construct a user model [4].

A big portion of the research in user modeling has been around models that represent characteristics of certain user communities, for example students. Such user models are typically static – once constructed they never change during interaction. However, static user models cannot be used in this case. Brokerage systems are Internet-based and appeal to users worldwide, users that do not belong to a certain community with traceable characteristics. The emphasis in this research is therefore given on the adaptability of the selected user model, than the completeness of the attributes used. For the construction of the user model at least two questions need to be answered by the designer: “what are the human characteristics that are incorporated into the user model?”, and “how is the user model knowledge elicited?”. The rest of this chapter attempts to answer those questions.

What are the human characteristics that are incorporated into the user model? The types of characteristics that are used in the case of the interaction agent user model can be separated to three categories: user states, human factors and user preferences. User states are initially provided by the task analysis performed. According to TKS, in order for a user to perform a task, both the user and the system need to be in specific states. User states are therefore provided by the designer; they are always provided in a ‘positive’ manner, for example “the user is capable of performing a search request", and the interaction agent attempts to evaluate to which degree a user state is met by observing user behaviour. In order to evaluate the degree, to which user states are met, human factors and user preferences are used.

There is a variety of human factors that can be taken into account towards the user model [4]. In this design skill, workload and short-term memory have been selected. The first two characteristics are considered dynamic, while the latter is considered static. Short-term memory is determined by the well-known rule proven by practical experiments, that ‘the average human can store in the short-term memory 4-7 chunks of information’. Workload is calculated per task space (TS) the number of windows (NW), which need to be opened in order to perform the task and the number of information chunks (IC) on the last (working) window. The information chunks are assigned to each application window by the designer. Thus:

\[ \text{Workload} = \frac{1}{(TS)} + NW + IC \]

Workload is evaluated according to the short-term memory rule: it is low when it is below 4, average when it is between 4 and 7 and high otherwise.

The skill of a user is calculated per observable user action. Thus an array of agent characterizations about user actions (with binary values: successful (sa) / unsuccessful (ua)) is kept per each observable action which enables the agent to remember the history of the user while using the system. From this array the following types of skills can be calculated:

\[ \text{User Skill per Task} = \frac{(sa)}{(sa+ua)}. \]

\[ \text{User Skill per Workload} = W1*sa+sa+ua, \text{ for all tasks with Workload } W=1. \]

\[ \text{Absolute Skill} = W1^2+W2^2+...+W1^n(sa)/(sa+ua). \]

Domain preferences involve user tastes with regard to the domain of application. They can be utilised in a variety of models, which can be separated in two broad categories. The first category is that of using knowledge engineering techniques in order to create higher level abstractions of information items. Any new information item can be grouped under those abstractions. Afterwards information items can be evaluated as relevant to the user in comparison with the types of information that the user prefers (after elicitation of user preferences). The second category is that of information filtering techniques. Information filtering techniques can be separated into two broad categories, content-based and social (or collaborative) information filtering. Content-based filtering is an effective technique even when the number of users is small, but tends to propose information items that have been proposed in the past. Social information
filtering can propose unique information items to users, but is not effective until the users of the system are many [37]. Those user preferences models are dynamic, as they can provide different suggestions, as the user (or other users) provide domain preferences information to the system.

**How is the user model knowledge elicited?** To elicit the required knowledge for the user model (user states, human factors, domain preferences) two approaches are used: the ‘watching over the shoulder’ approach and user profiles. As noted above, the designer according to TKM, determines user states and the agent continuously evaluates the degree to which they are satisfied.

‘Watching over the shoulder’ is an implicit way to acquire knowledge about the user at specific stages of the interaction. In the GAIA case and with regard to user modelling knowledge elicitation, this approach is used to acquire knowledge about human factors and user preferences. The agent watches observable user actions, for updating the human-factors knowledge (skills, workload). The agent watches some of the observable user actions, for updating the user preferences. The actions when this approach is taken for updating user preferences are: when a user puts an item in his shopping basket, when he orders an information item, and when he evaluates an information item highly without ordering it.

User profiles provide a simple way for eliciting user knowledge in an explicit manner. In this design user profiles are used in order to acquire information about user preferences explicitly. User profiles are important in GAIA for other operations of the brokerage system as well (alerting). The information that users provide the system, besides the alerting operation, is used for future information items recommendations.

![Figure 5: The GAIA alerting profile can acquire knowledge about user preferences explicitly.](image)

The user modelling component evaluates the degree to which the user is in the required set of states for the performance of the action. The user skill as this is evaluated by the user model (utilising other human factors), is used to evaluate the user states, while the user preferences are employed in order to offer domain dependent assistance if needed. These attributes are directly related to the contexts of assistance, which the interaction agent cares to provide. The user state knowledge is essential for the agent in order to select an action (or a set of actions) that correspond(s) to the evaluated this user state, as we will see in the following chapter.
4.3. Assistance Selection Model

The outcome of the previous two models is a set of user states (which are the prerequisites for the performance of the selected task) and the degree to which they are met, as evaluated by the agent. The assistance selection model is based on the assumption that every user state corresponds to an agent state. This mapping is straightforward. However, the user state is determined by attributes that are either dynamic (user skill, user preferences), or are determined dynamically during interaction (interaction knowledge, workload). Each agent state corresponds to a set of possible agent actions, which can be evaluated according to their usefulness to the user dynamically. These actions are related to the provision of assistance to the user in the two contexts identified by the TKS. In order to provide useful assistance a number of issues need to be taken into account.

A first issue is related with the degree of agent autonomy. Does the agent autonomously undertake tasks on behalf of the user, or does it follow a collaborative approach? The most common ways to decide the autonomy level of agent assistance are based on threshold values that define the limits of action selection (autonomous versus collaborative) and the types of assistance [30]. The answer depends on the task that needs to be performed [4]. A design discipline that has been followed is that the user needs to approve agent actions before the agent starts any autonomous operation. Additionally, the option of selecting agent assistance explicitly is always a user possibility.

A case of an autonomous agent operation is the provision of assistance at the domain of application level. When the agent 'thinks' that the user could make use of agent recommendations with regard to a search request, the agent can provide items recommendations according to the utilized recommendation model (e.g. collaborative information filtering), after the user has given approval to such an agent operation. A case of a collaborative agent operation could be the guidance of the user when he 'seems' (by the evaluation of user states) not aware of (or does not understand) the context of some user interface facilities (which are considered representative tasks). In GAIA, such a case is the task of evaluation of search results (in the GAIA application user interface the complete view of search results is provided in consequent windows). The detailed evaluation of search results is considered a representative task for users. Unless the agent evaluates that the user has a high skill (user model), it will prompt him to examine search results in detail. It is essential that users have the option to avoid or even forbid such operations, controlling the autonomy of the agent. Generally, the most probable to be beneficial alternative assistance proposals are presented to the user, who can select among them the one that meets his needs (if there is such).

Figure 6: In the GAIA user interface, the complete view of search results is provided in consequent windows.
Another important issue relatively to assistance selection is that the agent need to be capable of learning which of the alternative assistance suggestions are most beneficial to the user and adjust its proposals accordingly. In order to measure the effectiveness of agent suggestions a number of evaluation criteria have been selected.

The precision of assistance is an important criterion in the model. Precision is defined as follows:

\[ \text{Precision} = \frac{\text{number of correct suggestions}}{\text{number of suggestions}} \]

The actual evaluator of assistance selections is the user. When the user selects a specific means of assistance, it is considered that this is useful to the user. Otherwise the user can select that he doesn't need assistance or that the assistance proposed is not is not appropriate. The first case of the user respond affects the reactivity criterion which is defined as follows:

\[ \text{Reactivity} = 1 - \frac{\text{"user doesn't need assistance" occurrences}}{\text{number of suggestions}} \]

In the case, which the user states that the selected assistance was not appropriate, the disruption criterion is affected, which is defined as follows:

\[ \text{Disruption} = 1 - \frac{\text{"not appropriate assistance" occurrences}}{\text{number of suggestions}} \]

These criteria can be also evaluated per agent state. In this way a more detailed view of the agent's assistance selection behaviour can be modelled. The existence of these criteria also allows the designer to map a variety of alternative assistance selections to the agent, because they can be dynamically evaluated and interchanged.

5. Agent Functionality and Application Integration – Software Engineering Issues

The issue of integrating agent functionality to an application has some very important software engineering aspects. The manner by which the agent can perceive the changes in the software environment depends on the technology by which this is developed. The same is the case when the agent needs to affect its environment. In most cases of personal assistants, the application and the agent are the same software package (Microsoft Word, 31). Although the agent may appear in a separate window in some cases or express its states to the user in a form of feedback, it is not clear whether these agents are modelled in a generic manner towards their employment in other applications as well. Moreover there are other applications which claim to have agent functionality which is unfortunately hidden to a conventional user interface. This chapter attempts to highlight the aspects of the interaction agent design that are domain or application dependent (with emphasis on the application user interface, than the underlying brokerage system) pointing out to future research relatively to the development of an interaction agent development environment. The examples given are from the GAIA development experience in which the Java language was used.

5.1. Perception Subsystem

At the lowest level of abstraction, the perception subsystem needs to be able to capture low level user (underlying system) actions, which are user interface (system) dependent. Such low level user actions can be the pressing of a button, the filling of a form, the selection of an item in a scrolling list, a menu, etc. For each action (event in event-driven languages terminology, as Java) which has been identified as observable by the agent, the application user interface has to timely notify the perception subsystem that it occurs. This implies that in order for the application user interface to plug-in the interaction agent functionality, the application user interface software will have to import (include) the perception subsystem software package (library) in order to access its functionality. Therefore the application user interface development needs to be frozen in order to start plugging in agent functionality.

There are many other aspects of application user interface design which need to be finalised in order to provide input to the design of the agent functionality. The design of the interaction model is an example
case. According to the interaction agent implementation of the interaction model (based on TKS), the agent needs to possess some knowledge about task plans in advance. This knowledge includes user states, user tasks (related to tasks), central and representative knowledge components (user interface components that create observable events). The designer must model this knowledge in a manner that plan knowledge is searchable and easy to modify. In GAIA the implementation of plan knowledge was modelled in XML, but there was no time, in the time constraints of the project, to model this knowledge in a user-friendly manner for the designer, in case there is a need to modify this knowledge. The development of a plan editor that would enable the designer to enter plan knowledge in a graphical user interface is being developed.

![GAIA user interface](image)

**Figure 7:** A snapshot of the GAIA user interface: a) it is divided in task spaces; b) for tasks that it was necessary that they should be performed sequentially, the user has no access to the following task spaces (incremental user interface).

In a higher level of abstraction, the actual form of the user plans may be user interface dependent as well (the latter actually affects the former). In a robust user interface design, high level goals should be designed in a manner which enables the user to perform them from different access points, thus the complexity of the plan recognition process is reduced. The design of the application user interface based on task analysis and usability principles is an important step in contributing towards reducing the agent's plan recognition process complexity [25]. An example of a usability feature that has been used in the design of the GAIA user interface was that it was incremental: for tasks that it was necessary that they should be performed sequentially, the user had no access to the following task spaces [25]. This technique contributes other user interface design aims, as error avoidance.

### 5.2. Action subsystem

The availability of the application interface (underlying system) remains an interaction agent design curse in the case of adding agent actions to the overall system functionality. If agent actions need to be performed by the underlying system, then the problem might be much easier, especially if the underlying system API is determined from the first steps of the design (as must happen with CORBA). If agent actions are targeted to the user then a number of user interface design issues need to be solved.

A first issue is whether the agent has a (partially) separate user interface than the application user interface. Relevant approaches include exhibition of emotional agent states [31], part of the user interface in a separate window (Microsoft Word) and personas / avatars in the cases of virtual environments. Personas employ features that add expressiveness and believability to the look of the user interface, features that have proven to enhance user motivation and satisfaction [29].
Another related issue is that of the dialogue models that are used by the agent in order to provide user interface assistance to users. These models need to be really configurable and reusable, adjusting to the information which is constructed dynamically by the agent. The existence of a variety of dialogue model representations would be a desirable feature of an interaction agent development environment, as a basic feature of any user interface is the ease of configuration and alternative means of representation of information.

6. Conclusions

The paper presented the conceptual and functional architectural design of the GAIA interaction agent. Interaction agents can support and enhance the interaction between the user and the brokerage system by acting as both assistants of the computer-based system (following the metaphor of the human assistant) of the application domain. The interaction agent conceptual architecture composes of the internal agent components and the agent interface components. The latter are dependent to the design of both the application user interface and the underlying brokerage system. Both types of components were presented with relevance to a variety of agent design issues: action selection, learning from experience, 'watching over the shoulder' process, user profiles, as well as technological and software engineering issues.

In the context of brokerage environments, interaction agents are a promising solution to well-known problems of information load, usability difficulties, and recommendation mechanisms. Brokerage systems are characterised by complex user interfaces offering innovative and rich functionality. The need for personalisation of information services and development of mechanisms that push the information to the customer is important for content providers. On the other hand, customers often find themselves trapped in complex and difficult to use systems. Interaction agents can be a tool for system developers towards satisfying those requirements. An important issue towards that purpose is the identification of software engineering issues and the implementation of a development environment for interactions agents.

This work is being carried out in the context of a European Union ACTS (AC221) project GAIA [1, 2].
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