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Abstract

This paper introduces and describes an innovative modeling approach which utilises models
that are synthessed through approximate caculations of user actions and extensve
representation of knowledge about how to perform these actions. The Intention modeling
approach is based on theories of cognitive and task modelling as well as on theories of
intention, rationa action and plan recognition. Intention Modds (IMs) have been used in the
detection of malicious atacks which usualy do not consst of illega actions, but of a set of
actions individualy acceptable to the syssem which a a higher level may form non acceptable
task(s). A firg effort at implementing these modd s for ared application was for the cregtion of
the Ull system, a research prototype for the detection of anomalous behaviour of network
users obtained by reasoning about the characterisation of their intentions. It was developed as
an autonomous module within SECURENET, a European funded programme that ams a
defending open computer systems, employing advanced techniques and methodol ogies.
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1. INTRODUCTION

The enormous development and extensive usage of open computer systems and especialy
computer networks have brought severa security issues to a criticd point. A large number of
innovative methods and methodologies have been used for the detection of anomdies in such
sysems. Two generd categories of detection methodol ogies have been established up till now;
those which rely on detection-by-appearance and those which use detection-by-behaviour. A
number of theoretical approaches (Denning, 1987; Dias et.d. 1990; Lunt, 1990; Javitz, 1991),
and a number of systems under development or dready developed systems (Debar et.a. 1992;
Fox et.a. 1990; Jackson et.a. 1991; Lunt 1988; Lunt, 1993; Lunt et.a. 1992; Mansur, 1988;
Sebring et.a. 1991; Shieh and Gligor, 1991; Smaha, 1988; Spirakis et.d. 1994; Vaccaro and
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Liepins, 1989) are recently representative of these methods and methodologies which use
datistica dgorithms, encoding of known intruson scenaria, identification of transactions that
ae a variance with edtablished patterns based on historicd data, deviation detection,
pattern-oriented detection, rue-based pattern matching, mode based detection, and in generd
datistica or rule-based processing of audit data.

This paper introduces and describes an innovative methodology used in the detection of
various maicious attacks. Conceptualy, this gpproach utilises models that are synthesised
through approximate caculations of user actions and extendve representation of knowledge
about how to perform these actions. It makes predictions and characterisations of activities
which compose tasks, by reasoning about representations of user's tasks, user's cognitive
representations and task processing. This gpproach ams at defending open computer systems,
employing advanced techniques and methodol ogies which have not yet been explored in such a
context. This methodology is intended to be complementary to dready developed
methodologies, bascaly by detecting attacks which cannot be detected by the others, since
these attacks could be composed of a number of authorised actions which when combined
result in illicit tasks.

A main assumption here is that if the 'task’ or 'tasks the user wants, or intends to perform
usng a computer sysem could be ‘identified, then reasoning about the normdity of the
intentions could be produced. Anything not expected or explaned by the predefined
knowledge could be consdered out of the range of the norma user's behaviour. The idea is
that the user should be observed at the overall task (or subtask) level and not just monitored on
the basis of separate actions which are judged as permissible or not. Being able to judge the
user on the basis of overall tasks (or subtasks) and not on the basis of individua or groups of
events, should be more efficient for the cases of inteligent intrusion attempts. In other words, if
these events are identified or associated to specific components of a task sructure then
athough they may not be illicit at a specific Sage of use, the part of the task structure they will
eventualy form (e.g. procedure) may very wel be. In addition an event which is not dlowed
does not necessaily indicate an intruson, mogt of the time it is an error, while an intention
identified as not permissible can be readily recognised as an intrusion.

Task Knowledge Structures (TKS) and to a great extent Cognitive Task Modelling (CTM)
(Johnson et. d. 1988; Barnard et. a. 1991) are employed here for the design and devel opment
of this gpproach and in particular in the representation of the cognitive and task knowledge
structures which are required.

Also, curent intention theories, theories of rationd action and plan recognition (Allen, 1990;
Bratman, 1990; Cohen and Levesgue, 1990; Kautz, 1990) are explored and utilised as means
for the operational and gpplicable definition of the intention models (IMs), the objective being
to transform such theories and modelling techniques into a more gpplicable form consdering
the assumptions and smplifications originaing from the intrusion detection related gpplications.

The next section gives a brief overview of CTM and TKS in the context of their use in
intention modeling here. In section 3 an overview of the theories rdevant to intention modelling
is given and section 4 introduces the theoretical construction of the IMs. Section 5 describes
the architecture and the implementation efforts towards the development of a prototype based
on these modds and findly a discusson follows in section 6 on the usability of intention
moddling as atool for developing computer security products ending with a summary outlining

future perspectives.
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2. COGNITIVE TASK MODELS AND TAX KNOWLEDGE STRUCTURES

The am of this section is to introduce and discuss the two modelling approaches which are
used as the theoretica basis for the design and development of the IMs. These are Cognitive
Task Models (CTM) (Barnard et.al. 1991; Barnard and May, 1993; Barnard et.al. 1988) and
Task Knowledge Structures (TKS) (Johnson et.d. 1988; Johnson and Johnson, 1991;
Johnson 1989). Briefly, CTMs and TKSs are two formdisms emanating from applied
psychology and cognitive science in generd. CTMs have investigated the nature of mentd

activities that take place when a human carries out a task. TKSs describe how the knowledge
needed to carry out atask or series of tasksis organised, or structured.

The CTM gpproach to user modelling involves building approximate descriptions of the
cognitive activity underlying task performance in humancomputer interactions. This gpproach
does not am to smulate exactly what is going on in the user's head, ut just to capture the
sdient features of their cognitive processing activity. These have been identified so far as the
following four approximations which describe key atributes of human menta processng
configurations. These approximations are the corfigurations themsdves, the procedurd
knowledge used by the human menta processes; the properties of any memory records that
are assumed to be accessed; and a description of the way the whole mentd mechanism is
dynamicaly controlled and co-ordinated.

TKSs provide a rich representation of knowledge associated with task behaviours. Each
TKS represents task god, task plans, procedural and declarative (general) knowledge
associated with a task, adong with objects associated with the task and the actions upon those
objects. The theory of Task-related Knowledge Structures arose out of a need to modd the
knowledge people recruit when called upon to perform a task, for use in developing intelligent
computer based systems. Thus a TKS is a summary representation of the different types of
knowledge that are required to carry out atask or tasks.

This knowledge has been traditiondly investigated by Task Andyss (TA) involving the
collection of information about what people do when they carry out tasks and how people
perform those tasks. Various approaches to Task analysis (TA) have been developed and
probably the most often cited is the GOMS gpproach of Card, Moran and Newd | (Bonnie
et.a. 1994; Card et.d. 1983; Card et.al. 1980). GOMS is aformalism for representing routine
cognitive kill.

The work of Kieras and Polson (1985) extended GOMS by arguing that production rules
can be used to mode godlss, operations, methods and sdlection rules and that these production
rules bear a close rdationship to the way humans structure their knowledge of the task. The
argument that the task knowledge structures are functiondly equivdent to the knowledge
sructures that people possess and use when performing tasks was further elaborated with the
work of Johnson et d (1991) and the following theoretica assumptions were made:

Task knowledge is represented in conceptud or generd knowledge structures in long term
memory. All the knowledge a person possesses about a task is contained within the task
knowledge structure and the TKS is activated in association with task performance.

The sructure of this knowledge is not an imposed sStructure but is a reflection of the
sructure found in tasks in the red world.

A TKS includes knowledge about objects and their associated actions. These objects and
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associated actions differ in how representative they are of the TKS of which they are part.
The main implication of this is that the procedures containing these representative objects
and actions are more centra to the TK S than other procedures.

As a theoretical condruction TKS condgts of Goals, Plans or Goal Substructure,
Procedures, Actions and Objects. For the purposes of computationability, the TKS
formalism aso includes a Task Taxonomic Substructure. This is based on the objects to be
found in the task as it is represented in the TKS and contains their characteristics: festures,
typicdity, instances, centrality; related actions and relationships to other objects, etc.

Notable festures of the formalism are the connection between the Taxonomic Substructure
and the Procedures of the Goal Substructure (or Plan) via the Objects. In a computer system
this dlows for gregter flexibility and efficiency in the process of locating desired knowledge.
Other features are the subgods relationship to other subgoas which may be both within the
TKS in question or across TKSs, thus linking TKSs within a domain. A TKS is related to
other TKSs by a number of possible relations such as within role and between role relations,
as well as further relations which are the relations that exist between TKSs and the learning
processes. All these relations make the TK Ss dynamic rather than static structures.

In the work on intention modelling described here TKSs are used as an appropriate task
knowledge representation formalism for the depiction of the task related issues regarding the
users of the sysem. In this way vauable dements of the users' actions are captured and these
actions are viewed as part of a wider generd structure and not & isolated or non-related
activities.

From the brief descriptions given above, it can be understood that CTMs is an approach to
user moddling, TKSs a formdism for representing the knowledge a user recruits in order to
carry out a task, and that both CTMs and TKSs are approaches to modelling users task
behaviour. As such, both provide useful methodologies for building an operationd modd of
intentions for the purpose of intruson detection.

3. INTENTION THEORIES

In this section an outline of the most recent work done in the area of intention modelling is
introduced, in order to examine the relevant research and to gather dl the necessary notions for
the further definition of operationd IMs that could be used for an esimation of users
intentions in computer security systems.

Current theories dedl with questions such as ‘what are intentions and plans or ‘what
characterises the process by which an agent recognises the intentions and plans of another
agent who is atempting to communicate with him' (Allen, 1990; Bratman, 1990; Cohen et.dl.
1990). The objective hereisthe transformation of such theories and modelling techniques into a
more gpplicable form bearing in mind a number of assumptions and smplifications origineting
from the nature of the specific group of applications under consderation. Questions that these
operationd/gpplicable models have to accommodate are of the form: ‘what are the
characterigtics that make an intention predictable and to what degree’; 'what are the knowledge
requirements for the identification of the maliciousness of an intention’; ‘whet is the rlaion
between the intentions and the plans of an agent when he interacts with a computer systen;
‘what isthe range of kinds of agents where these models could be applied'.
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For the purposes of the work presented in this paper the term intention will be used in the
sense of future-directed intentions as it is adopted by Cohen and Levesque, i.e. intentions that
are respongble for guiding the planning of intending agents.

Summarising, intention is generdly regarded as athird mental state which isrelated to the two
others; beliefs and desires. Its need is to co-ordinate actionsin the sense that an agent decides
on future actions conddering the origindly intended action as successfully performed.
Theoreticaly spesking, intentions play three functiond roles. They normally pose problems for
the agent and the agent needs to determine a way to achieve them, they provide a 'screen of
admissbility' for adopting other intertions, and agents 'track’ the success of their attempts to
achieve ther intentions. Additiondly to these three roles, if an agent intends to achieve p, the
four following properties must be fulfilled: The agent believes that p is possible; the agent does
not believe he will not bring about p; under certain conditions the agent believes he will bring
about p; and agents need not intend al the expected side-effects of their intentions.

Based on these characterigtics, certain models of intentions have been proposed. Here the
theory of Rationa Action of Cohen and Levesque (1990) is used as the generd framework for
the further elaboration of operationd modds which are to be used in identifying and detecting
intentions of users,

The theory of Rationd Action is expressed in a logic whose model theory is based on a
possible-worlds semantics. It conssts of four basc modd operators BELief, GOAL,
HAPPENS, and DONE. Linear sequences of events draw the possible-worlds and the
operators are used to characterise what agents need to know to perform actions that are
intended to achieve their gods. The theory is based on the assumption that the agents are
described as satisfying certain properties.

At agiven point in a course of events, agents choose those worlds they would like most to be
in, those worlds in which their gods are true. Two types of gods are defined: the trivid
(maintenance) gods and the achievement goas. Achievement gods are those the agents believe
to be fase where maintenance gods are those the agent aready believes to be true. Goas
interact with an agent’s bdiefs about future. In other words if an agent believes p is true now,
he cannot now want it to be currently fase, in other words agents do not choose what they
cannot change and aso if an agent believes heis about to do something next, then its happening
next is true in al his chosen worlds. The type of the persstent god which is a god that the
agent will not give up until he thinks it has been stidfied, or until he thinksit will never be true
has a'so been introduced as atype of achievement goals, since the agent’s god is that p be true
in the future and he believesiit is not currently true. In this theory there are two definitions of the
intention, depending on whether the argument is an action or a proposition.

INTEND; where intending to do an action ais a gpecid kind of commitment to have done g,
i.e. apersgent god. The requirement here is that the agent is not doing something accidentally
or unknowingly but he is committed to believe he is about to do the intended action and then
doing it. Thus, intentions are directed towards something happening next.

INTEND, where when an agent INTEND,s to bring about p, he is committed to doing some
sequences of events e himsdlf, after which p holds. Here there is the requirement for the agent
to think heis about to do something (event sequence €') bringing about p.

From these definitions the extracted properties of INTEND are: i. intentions provide a
'screen of admissibility' for adopting other intentions; ii. agents ‘track’ the success of ther
attempts to achieve intentions; ii. if an agent intends to do a then he bdievesit is possible to
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do action a, sometimes he beieves he will in fact do a and he does not believe he will never do
a and iv. agents need not intend all the expected sde-€effects of thar intentions.

A complementary approach adopted by Kautz (1990) i.e. a theory of plan recognition has
been consdered as an ad to modeling intentions.

Pan recognition problems can be classfied as cases of intended or keyhole recognition
(Cohen et.d. 1982). While in the first case the agent activities are ddiberately structured in
order to make clear to the observer the agent’ s intentions, in the second case, which isthe case
of concern, it is not easy to identify the red intentions of the agent. The gpproach described
here considers the second case. Also the observer is considered to have complete knowledge
of the domain. In this theory the models of the observation statements are related to the moddl's
of conclusons and the mechanical transformation of the observed statements to a form from
which reasonable conclusions could follow is described. For this description the observations
have been considered as descriptions of events the observer’s knowledge is represented by
a collection of a regtricted-form fird-order axioms, the event hierarchy and the results of the
recognition process is a description of the end events. The event hierarchy represents the
abdtraction, specidisation and functiond relationships between various kinds of events and
recognition is congdered as the problem of classifying the end events that generate a set of
observed events.

In the next section the developed IMs are presented as an amagam of the above outlined
views of gpproaching intention modelling. The proposed framework has been developed as an
operationa modd of user intention with an eye dways to implementation issues.

4. THE INTENTION MODELS (IM)

The purpose of this section is to describe a theoreticd gpproach to intention moddling and
consequently discuss the implementability of the produced modds. IMs modd interactive
behaviour of the user when he/she uses a computer system, modelling in this way essentid
characterisics which underlie interactive behaviour. They represent al those knowledge
dructures related to the jobs for which the system is used, in rdation to the inferentid, the
perceptua, the planning, and the attentiond processes of the users. The consstency
requirements of the system use, the inter-system congtraints, and the interface objects and their
behaviour are dso dements of this moddling scheme. The man condraining factors,
assumptions and characteristics of these models can be summarised asfollows:.

Intentions have to be congdered in relaion to plans, and intention modelling has to andyse
plans as particular configurations of beliefs and intentions.

The relation between observation of actions and conclusions about the intended plans must
be defined as ameans of plan recognition and consequently intention identification.

The above plan recognition must be restricted only for the case of keyhole recognition, i.e.
the observer cannot assume that the agent is deliberately structuring his activities in order to
meake his intentions clear.

The observer has complete knowledge of the domain of concern.

The relevant knowledge has to be dsructured as a summary representation of the different
types of knowledge that are required to carry out atask or tasks.
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Task Andyss is a prerequisite stage in the investigation of what users do when they carry
out tasks and how do they perform these tasks and thus a prerequisite for the formation of
the information to be modelled.

The abstraction, the specidisation and the functiond rdationships between various kinds
(and levels) of agent actions have to be structured by a hierarchy, smilar to the event
hierarchy, which isviewed as alogica encoding of a semantic network.

There must be an gpproximate description of the cognitive activity underlying user’s task
performance, which has to capture the important features of this processing activity.

Generdly speaking, IMs can be thought of as a semi-forma notation and are used to describe
and represent the intention space around a system use. They can be considered as modelling
structures which include a representation of dternative use options, and representetion of
reasoning for using these options with respect to the underlying intentions of the users. IMs are
not smply descriptions of user’s actions but a representation of knowledge about and of the
use of the system. IMs represent the intention space (task oriented) assembled by set of
intention nodes linked by specid intentions or behaviourd relaions.

In an intention modelling system there are the fallowing fundamentd entities.

The agent who is the active entity of the interaction space and who generates and/or owns
the intentions, the beliefs and the plans and generdly a whole structure regarding the tasks he
can perform and dso performs tasks executing activities.

The system which is the second entity of the interaction space thet interacts with the agent.

The action structure which is a hierarchical/task based representation of the various kinds
of actions performed in the interaction space and the relationships (functional and structurd)
of its components. The congtruction of the action sructure is based on the Kautz's Event
Hierarchy and on the Johnson’s TK Ss and is described in the sequel.

The time framework which is a linear, interval based representation of time with well
defined relations between intervals such as between, overlaps etc. (Allen, 1983; Allen, 1984).

The observer who is the observing entity of the model who observes the interaction of the
agents with the system (the interaction space) and performs keyhole plan recognition trying
to identify and characterise agents’ intentions.

Structure
Adent < Svstem
Time
Framework

| nteraction Space

Figurel Structural components of the Intention Models (Ims).

Figure 1 shows a Structurd outline of the components of the IMs where the interaction of the
agent with the system can be seen. The action Structure and the time framework describe this
interaction. All these condtitute the interaction space which is observed by the observer who is
trying, through plan recognition techniques, to reason about intentions.
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In order to apply these modds in a computer system the roles of Agent and system have to
be specificdly defined. The Agent entity stands for every active entity, i.e. auser, a process, an
intruder, or the computer system itself. The System entity is the corresponding interacting
environment for every kind of agent entity. For example, when Agent is a sngle user then
system is the actud computer system which this user is interacting with; when Agent is an
intruder then the whole computer is the system and when the computer is the Agent then the
whole environment is the system. In other words system could stand for any reecting entity thet
reacts when the corresponding Agent initiates the interaction.

The Agent-System interaction which takes place in the interaction space happens whenever
there is a task (or tasks) that has to be performed in order for the Agent to achieve higlits
gods. The intentions underlying the Agent’s actions that are expressed by the reveding of a
certain characteristic behaviour during this interaction have to be identified by the observer.

In the next subsection, the description of the Action sructure entity of the modes is
described and the necessary knowledge is further specified.

4.1 Action Structure

As dready mentioned this is the pat of the modd where the actions performed in the
interaction space together with their hierarchical and task based structure are represented.

The main gructural components of this structure are the Tasks, the Intentions; the subclasses
of these tasks and intentions at various leves (i.e. Subtasks and Sub-intentions), the Plans; the
Procedures, the Actions, the Objects;, the Sequences, and findly the Reationships and
Associations amongst the above.

Tasks are performed in order to achieve one or more goasi.e. in order to serve one or more
intentions. There are more than one intention for every task but there are dso more than one
tasks that could stisfy an intention. There is a number of rdations that determines the
correspondence of atask to the corresponding intentions and relations that correlate more than
one task to an intention. These relaions depend on the generic characteristics of the task and
vary from case to case depending on the particular user who is performing the task. Plans are
the aternative means of task conjunction formed in order to satisfy an intention.

Sub-tasks and sub intentions are dso same to tasks and intentions in their nature. They are
tasks themsalves and just describe phenomena at alower leve of description. Usudly tasks are
composed of more than one sub-tasks which correspond to relevant sub-intentions.

Actions and objects are the eementary components of these IMs and on the basis of these
whole IMs are assembled. Actions are peformed upon objects and combinations of
conditioned actions upon objects make up procedures. Actions upon objects and procedures
are the components of the IMs that are identified a the lowest level of description, i.e.
correspond to users activities.

Rdations are the dementary linking components of IMs. There are two categories of
relations according to their connection with intentions. The relations between actions, objects
and procedures which determine the way they are combined to build sub-tasks and tasks and
the relations which associate tasks and subtasks with intentions and sub-intentions.

For gpplicability reasons the following knowledge is required:

Knowledge about the Static characteristics of the interaction space i.e. the characteristics of
the Agent and the system. The possible contents of the relevant knowledge base depend on
the type of Agent and system that will be consdered and contains a description of their
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important aspects. The degree of detail and the range of the contents of this knowledge
base is subject to the ams and considerations of the Observer.

Knowledge about the dynamic characteristic of the interaction space. This knowledge is
sructured in a Task based form and it contains knowledge about the tasks carried out in the
system dong with dl their task structure. The relevant knowledge base will contain actions
upon objects of the system, procedures, subtasks and tasks, subgoals and gods, and the
god subgtructure (plans). Also the Taxonomic substructure as this is defined in the TKS
theory, has to be represented in this knowledge base.

Knowledge that represents the cognitive activity underlying task performance in the
interaction space. Theoreticdly this is the knowledge necessary for the transformation of the
real world Stuation in an abstract way where a number of relationships could be applied.
This knowledge is utilised in order to mode user cognition resulting in the mapping of this
modelling back to the specific Stuation. Three basic types of knowledge are required:
knowledge that maps descriptions of users actions, tasks and gods, onto identifiers that
represent entities of the IMs; knowledge that operates on these entities to characterise
properties of human information processing activity; and knowledge that maps entitiesin the
IMs to characteristics of human behaviour. In this way a hierarchicd god formation is
created which in relation to the action specification and the action execution represented in
the dynamic characteristic of the interaction space mentioned above congtitutes the core
knowledge of the IMs.

This knowledge is implemented through a set of relationships within and between the entities of
the IMs and thisimplementation is described in detall in the next section

5. TOWARDS IMPLEMENTATION (Ull ARCHITECTURE)

The firg effort & implementing these IMs for a red gpplication was for the creation of UlI

(User Intention Identification) system, a system for the detection of anomalous behaviour by

reasoning about the characterisation of the intentions of users. This system views the users of a
system as using it in order to achieve certain gods by performing various tasks. This system
was developed as an autonomous module within SECURENET (Spirekis et.d. 1994), a
European Union funded project which tries to protect open networks by detecting maicious
attacks primarily againgt their management. The major characterigtics of the mdicious attacks
that UIl module aims to prevent, are those cases where mdicious tasks are composed by lega

events. Since the basic actions for these tasks are alowable they cannot be detected by smple
meatching mechaniams. The examination of the whole rationdity behind the execution of these
basic actions has to be considered in relation to the generd gods these actions are trying to
fulfil (when composed to form tasks). Reasoning about the deviations observed in the execution
of actions within atask in relation to the normal task execution (under the general god-oriented
condraints) offers an indication of the suspiciousness of the observed behaviour.

In other words the Ull system aims to detect a certain type of mdicious attacks by
characteriang the normdity of the behaviour of the users. Based on the knowledge
representations described above the system represents expected norma behaviour and
compares it againg the current, observed behaviour. Deviations correspond to abnormality and
acertainty factor is calculated as an indication of the importance of this abnormality.

As asysem, UlI receives as input the action that the user is executing, the time of execution
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and the user identity and gives as output an indication of the suspiciousness of the observed
behaviour and an evduation of executed tasks.

Audit Data
(SICS)

User Behavioural Unit f ‘
UBUs A;d;t
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Figure 2 gives an outline of the architecture of the User Intention Identification Module and its
components which are discussed in the sequdl.

The main objective of the User Intention Identification Module is the semantic interpretation
of the collected data that correspond to the network users actions. According to this the
Intention Identification module must be able to perform four mgjor tasks.

Figure 2 Architecture of the UIl module.

Pre-processing of the input data
Task Synthess.

Behaviour Comparison.

Outpuit.

There are four functions corresponding to these four tasks:

Audit Data Processor (ADP)

The input data for the Ull module is provided by an auditing sysem. This auditing system
produces a sophisticated shared list of audit trails. This list remains open for the pre-processing
of the audit data. Information about user identity and his’her activity executed in the computer
system are the condtituents of this audit data The audit data processor plays the role of a
filtering mechanism, reducing the amount of information that has to be processed further by the
other functions of the module.

Task Synthesiser

This function implements the firsd steps of the semantic interpretation  of the observed
behaviour of the computer users. This interpretation is the basic function of the Intention
Identification module. TKS entities processed by the ADP function are characterised here as
task components. Sets of rules are triggered to determine the task(s) to which these TKS
entities can be atached. These rules represent the relations of the observed actions within and
between the possible tasks executed by the observed entity and these relations are represented
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as pre-conditions or post-conditions, sequence relationships, and associations to wider tasks
and goas etc.

The basic idea behind this function is that a firs comparison has to be made in order to
provide evidence about the possible tasks the user might be performing. This is necessary in
order to let the comparator function work with the relations between these potentialy
performed tasks and ther related goals. The examination of the TKS entities in this function is
mede primarily through the vaidation of an action as a part of atask.

Comparator

Thisis the main inference mechanism of the module. 1t makes dl the semantic interpretation of
the observed network-user behaviour and produces the intrusion hypotheses. The basic idea
behind this function is that by reasoning about deviations from the norma task execution and by
ressoning about the smilarities between the executed and the alowable tasks, estimations
regarding the suspiciousness of the performed activity could be made. These hypotheses are
formed in the output function.

The reasoning mechanism of this function is redised with sets of rules that represent the
relationships between the various dements of the IMs (TKS entities). The TKS knowledge
gructure is used as the knowledge base for the comparator function i.e. the knowledge about
task execution. There are three mgor ams for this function.

It tries to combine the relations between the TKS antities in order to decide about the
normality and validity of a Task execution.

It tries to combine inter-task relaions and associations in relation to relevant gods in order
to decide whether a combination of task execution is suspicious, and findly

It tries to combine the goal substructure of the various TKS structures of tasks executed
with within and between role rdaions in the tasks execution. This is the most complex am
of the comparator function.

The basic operation of this function is performed by a recursive process which el aborates the
TKS structure representation in relation to the asserted facts that correspond to observed
behaviour and derive from the previous two functions.

The output of this function is the creation of a hypothes's that classifies a suspicious Stuation
observed and provides the data for a representative description of the reasoning that produced
that hypothesis.

Output

This function plays the role of the explanation generation part of an expert sysem. Every time
that a hypothess is generated by the comparator function the output function sdects the
necessary information relevant to this sugpected intruson from the TKS based profile and
offersit asameans of explanation.

For the development of the Expert System gpplication the CLIPS expert sysem shell
(NASA, 1993; Giaratano, 1994) has been used. CLIPS is an expert system tool which
provides a complete environment for the congtruction of rule-based and object-based expert
gysems. It facilitates a wide variety of knowledge representation techniques and supports three
different programming paradigms rule-based, object-oriented and procedurd. Rules are
grouped into rule sets composing modules. These modules are triggered and fired according to
firing drategies by a focusng mechanism. This can help in performing sets of actions in given
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Stuations and aso dlows complex systems to be modelled as modular components.

The specific gpplication presented here demands complex knowledge representation abilities
as wdl as drong rule grouping handler mechanisms. This is the main reason for choosng
CLIPS. Other requirements met by Clips are speed, high portability and the capability for easy
integration with external sysems. CLIPS aso uses templates which can have more than one
multifiddd dots and the function arguments and the dot vaues can be checked by datic and
dynamic congraints. Additionaly CLIPS supports modular design and development (modules)
which dlows a knowledge base to be partitioned and a set of constructs to be grouped
together redtricting the access of the congtructs by other modules and providing execution
control. The knowledge domain in this problem consigts of the knowledge bases described in
the IMs. i.e. knowledge about the user-actions and about the relations between actions within
tasks and relations between tasks and godls.

The knowledge about actions and tasks is in the form of TKS so the framed-based
representation mechanism is used. TKS's substructures are represented as separate frames and
relevant instances are asserted for every specific task and specific user. The relations between
actions within tasks are represented as dot values in a separate frame. There is also sats of
rulesthat are triggered in order to combine and utilise these relations.

It was very important for the program to respond with a good speed when it is running,
because the audit mechanism produces a large number of input records. For this reason the
Audit Data Processng function was written in C, a fast dgorithmic language. This function
plays the role of a prefiltering mechanism and the role of an intermediate buffer that adapts the
audit records production rate to the expert system processing possihilities.

For the same reason, the use of modules dong with control facts was adopted to tune the
system's speed. This combination is very hdpful because it dlows the utilisation of both the
control mechanisms and the modular design. In addition the module condtruct can be used to
control the execution of rules. Each module has its own agenda instead of just a globa one.
Execution can then be controlled by sdecting which module's agenda is selected for rule firing
and execution.

The module Relationships, is one of the central modules of the expert systlem. In thismodule
the relations between the structural components of a TKS are elaborated to produce the Task
synthesis and consequently after the comparisons the final hypotheses about user behaviour.
The desgn and implementation of the reations and the reationship module are further
described in the sequdl.

5.1 Thedesign and implementation of relations

There are two basic types of relations. Rdations that when satisfied, support the evidence that
atask is executed (supporting) and relations that when satisfied are againgt the evidence that a
task is executed (contrasting). The negation of a supporting relation may be a contrasting one
depending on the actud rdation. In their nature these relations correspond to pre-conditions,
post-conditions, sequentia and exigtentid relationships within the task structure.
A rdation (reh) is defined as an ordered triad:
reli . (&Ita, acty, T)

which rdlates actions act, and acty, within atask execution. When such relations are stisfied the
vaue of the certainty of the evidence that the task is executed is atered (increased/decreased
for supporting/contragting relations). For example, if rel; is a precondition it shows that act, is
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executed when the task T is performed under the congtrain that act, has already been executed
within the task T. The definitions given in Appendix 1 are necessary in order to define the
relationships and the reasoning based on them.

In the Relationship module two sets of rules are represented; the first set of rulesrefersto the
relations which have been defined between the actions within tasks and between tasks. The
other set refers to the rationa, based on which the hypotheses are produced.

Whenever the firgt set of rules is fired the certainty of execution for one or more tasks is
effected. In essence, when there is evidence that a task is executed because of the satisfaction
of a supporting relationship then the certainty factor regarding the specific task for the specific
user is modified according to the supporting factor. On the other hand when a contrasting
relation is satisfied then the evidence that the task is executed is smdl and accordingly the
certainty factor is lowered according to the contrasting factor. The second set of rules
produces hypotheses that correspond to information about the type of the problem that has
been detected by the UlI.

Appendix 2 gives a detailed description of the design of the relationships for a specific
relation. As an example averba and a CLIPS:like description of arule follows:

@®» IF action a belongs to the set of tasks which arerelated to actiona (Tayg,t)

and thereis historical evidence of possible execution for these tasks
and the set of actions which are preconditions of a is not the empty set
and in some of these tasks the preconditions of actiona have been satisfied
and in therest of the tasks, at least one precondition of a has not been satisfied

THEN the value of the certainty of tasks that have all their preconditions satisfied is increased
by the supporting factor sf
and the value of tasks that have not all their preconditions satisfied is decreased by the
contrasting factor cf

(defrule rule_22_ 24
(audit (already-used FALSE) (action ?act)(usr-code ?usr)(time ?tine)(argum ?arg))
(tasks (nane-task ?taskx)(action ?act)(relation rell)
(pre-actions $?actions& (< O (length ?actions))))
(b-satisfy (user ?usr)(task ?taskx)(satisfied-actions $?sat-actions)(certainty
?c))
=>
(bind ?count 0) (bind ?lengthx (length $?actions)) (bind ?loop ?Iengthx)
(while (< 0 ?loop) do
(bind ?actx (nth ?loop $?actions)) (bind ?result (menber ?actx $?sat-actions))
(if (eq ?result FALSE) then (break))
(bind ?loop (- ?loop 1)) (bind ?count (+ 1 ?count)))
(if (eq ?count ?lengthx) then
(assert (satisfy (usr-code ?usr) (satisfied-actions $?sat-actions ?act)
(status PRESENT) (rel rell) (task ?taskx)(certainty (+ (* ?2c (- 1 sf))

st)))))
5.2 Hypotheses

The last module of the expert system, Results, concentrates on the templates which show for
which tasks there is currently evidence of possible execution by a specific user. By reasoning
about the current user's work this module produces hypotheses about the suspiciousness of this
work. The hypotheses that are generated by the system have a code number which is
composed by two parts in the form: XXYYYY. XX is anumber that indicates which module
produced that hypothesis (aways 70 for the Ull module) and YYYY represents the actud

hypothesis number. Some hypotheses produced by the Ul module are described below:
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The hypothess 700100 is produced when the executed action is not contained in any
dructure of tasks in the Knowledge Base. The additiond information with this hypothesis is the
active history of the user which doesn't fit with the present action.

The hypothesis 700200 is produced when there is strong evidence that the executed action
makes a mgor contrast with the aready executed tasks. The additiona information with this
hypothesisisthe active higtory of the user which doean't fit with the present action

The hypothes's 700300 is produced when during the execution of a specific task thereis a
crucid deviation in this execution. The Ull module has found strong evidence that the user is
performing a specific task but during this task performance there are a number of actions that
don't fit any other task and they form a deviation in the execution of that task. Taking into
account both the importance (in terms of security) of this task and the category of the specific
user, the overdl system hasto proceed with the gpplication of the proper countermeasures.

The hypothesis 700400 is produced when there is strong evidence from the history of the
user that during the execution of a number of tasks there exist crucid srategy or god conflicts.
These corflicts are identified after the comparison of the current history of the user with the
knowledge in the knowledge base about the tasks/goals relations.

These hypotheses are being validated in runs with real-world systems, and it is expected that
other instances of these hypothes's types will be elaborated.

6. SUMMARY AND DISCUSSION

In this paper atheoretica gpproach to intention modelling was introduced and consequently the
implementability of the produced modds was discussed through the description of an
implemented intruson detection sysem based on these modds IMs modd interactive
behaviour of the user when he/she uses a computer system in order to perform certain tasks,
modelling in this way essentid characterisics which underlie the interactive behaviour. They
represent al those knowledge structures related to the jobs for which the system is used, in
relation to the inferentid, the perceptud, the planning, and the atentional processes of the
users. The congstency requirements of the system use, the inter-system congraints, and the
interface objects and their behaviour are aso dements of this moddling scheme. The
development of these modds is based on current theories of intentions, theories of rationa
action and plan recognition and on specia forms of cognitive and task modelling structure.

The implemented prototype (UlI) is an autonomous module build within SECURENET, a
EU funded project which tries to protect open networks by detecting malicious attacks made
primarily againg their management. The mgor characteristics of the malicious attacks that Ul
module aims at are those cases where mdicious tasks are composed by legd events. Since the
basc actions for these tasks are dlowable they cannot be detected by smple matching
mechanisms. The examindion of the whole rationdity behind the execution of these basic
actions has to be condgdered in rdation to the generd goas these actions are trying to fulfil
(when composed to form tasks). Reasoning about the deviations observed in the execution of
actions within a task in relation to the normal task execution (under the generd god-oriented
congraints) offers an indication of the suspiciousness of the observed behaviour.

The module is now in its testing phase running in a dose to red environment i.e. a red
environment where only a smal number of tasks are monitored. This is because the necessary
knowledge dicitation process has been performed only for this subset of tasks. An extensve
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knowledge dicitation phase has been planned in order to cover the total of the task performed
in the target computer system.
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Appendlx 1
&1 (0, 1] afactor that supports the evidence that atask t is executed
cf cfi [0, 1) afactor that contrasts the evidence that atask t is executed
C CJi [0, 1] certainty value corresponding to the evidence that task t is executed
xA=y x:=x(1-y)+y
xA=y X:=XY
a,b,g actions
A the set of all the possible actions in the domain
Ay {al AY2a has been executed by u} the set of all the possible actions in the domain which have been executed by user u
t any task in the domain
agt action a isrelated to task tviarelation rel;
T the set of all the possible tasks in the domain.
Tagt {t] Ty¥2a.t}, the subset of tasks which are related to action a
Ay b is a precondition of a
P, {b¥a,b } Set of actions that are precondition of a
P.: Set of actions that are precondition of a within atask t
(apeb) $b:a,b and the fact that b is a precondition of a is satisfied
(apeh)' $b:a,b and the fact that b is a precondition of a is not satisfied
T, {t%2C>0} subset of tasks for which thereis historical evidence of possible execution
T {t¥2C=0} subset of tasks for which there isn't historical evidence of possible execution
Tya.p) | Setof running tasks for which b is a precondition of a and (a,b)
Tt(ar p) | Set of running tasks for which b is a precondition of a and (a,b)’
Appendix 2.
Conditions Results Description
Tay t=/ hypothesis 700100 [There is no task related to action a
Ta eyt iT.UP,t £0 ("t TaqtP CA=¢ There are only running tasks related to action a and all their preconditions
" bl P : (ayeb) imposed by a are satisfied.
Tardlt I T.UP,LEU hypothesis 700200 There are only running tasks related to action a and for every one of these
"1l Taﬁ,t $bl P, (aydb) tasks there is at |east one precondition imposed by a which is not satisfied.
Ta,t i T, ($t,t7 |CA=¢ There are only running tasks related to action a (and they are more than one).
Tard t: C.A =cf In some of these tasks there is at least one precondition imposed by a whichis|
" bl Pat(apdd), not satisfied and for the rest tasks all the preconditions imposed by a are

$d Par(@ped)’)

satisfied. As aresult the certainty of the first category of tasks is decreased by
cf and the second category of tasksis increased by sf.

Tagt | T.UP,=&

"t Taq,th GA=d

There are only running tasks related to action a and there is not any
precondition imposed by a. As a result the certainty value of the tasks is
increased by sf

Tag,t I T UPLE hypothesis 700200 There are only non-running tasks related to action a and there are
preconditions imposed by a
Tag,t | T/UP,=£ "t Tag,tP CA=¢ There are only non-running tasks related to action a and there are not
preconditions imposed by a. As a result the certainty value of the tasks is
increased by sf.
Tag,t i T, UTa,e. tih Tt Tag,t i T, There are both running and non-running tasks related to action a. Both of
UPm1 A UP,, 1ﬁE "bl P, (apreb)b CA=sf) them have preconditions. Thus, in the cases which all the preconditions have
"t Tagq,t: [ satisfied their certainty is increased by sf. Otherwise, if at least one of the

S0l Pari(ag)P GA=ch)

preconditions has not satisfied, at these cases the certainty is decreased by cf.

Tardltl T, L\JTare,l
UP, t EUP, =

ti Ty

"t Tag,tl T/, P CA=d
¢ty Tad t, [ Te" bl Py
(apdb)P CIA sf)

(" t,l Ta,dltzl T,

:$b1 Py, (@)’ P

There are both running and non-running tasks related to action a. In the first
category there are precondition. In contrast to the first category, the second
one has not preconditions. Thus, the certainty of non-running tasks is
increased by sf. The second category of tasks is complicated. It should be
checked if the preconditions have satisfied or not. So if al of them have

Q A =cf) satisfied the certainty isincreased by sf. Otherwise, it is decreased by cf.
Tara ti T, UTard t Ty [ td Tardltll TP G A=s |There are both running and non-running tasks related to a and in the first
UPat—ﬁEUPatl/E "0 Tardltzl T! category of tasks the action a has not preconditions but in the second
PG, A=cf category there are preconditions. Thus, the certainty of running tasks is

increased by sf but the certainty of non-running tasks is decreased by cf.
Tag,t i T UTareilt P Tyt Tawg,t, I T QlA—s‘ There are both running and non-running tasks related to action a and there are

UP, =& UP, =&

A=o

"t Tagt, | TP Cy

not preconditions (in none of them) imposed by a. As a result, the certainty
alue of both casesis increased by sf.
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