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Abstract 

This article presents a novel crawling and clustering method for extracting and pro-

cessing cultural data from the web in a fully automated fashion. Our architecture relies 

upon a focused web crawler to download web documents relevant to culture. The 

focused crawler is a web crawler that searches and processes only those web pages 

that are relevant to a particular topic. After downloading the pages, we extract from 

each document a number of words for each thematic cultural area, filtering the docu-

ments with non-cultural content; we then create multidimensional document vectors 

comprising the most frequent cultural term occurrences. We calculate the dissimilarity 

between the cultural-related document vectors and for each cultural theme, we use 

cluster analysis to partition the documents into a number of clusters. Our approach is 

validated via a proof-of-concept application which analyzes hundreds of web pages 

spanning different cultural thematic areas. 

Keywords: web crawling, xHTML parser, document vector, cluster analysis, 

weighted Hamming dissimilarity, similarity measure. 

1. Introduction 

The web has become the major source of information and constitutes a huge database in constant 

growth, which disseminates news and documents at high speed. Web crawlers (also called web 

spiders or robots) are programs used to discover and download documents from the web. Simple 

crawlers can be used by individuals to copy an entire web site to their hard drive for local viewing 
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[1]. Crawlers typically perform a simulated browsing of the web by extracting links from pages, 

downloading the pointed web resources and repeating the process ad infinitum. 

This process requires enormous amounts of hardware and network resources, ending up with a 

large fraction of the visible web on the crawler’s storage array. When information about a prede-

fined topic is desired though, a specialization of the aforementioned process called “focused crawl-

ing” is used [12, 24]. When searching for further relevant web pages, the focused crawler starts 

from the given pages and recursively explores the linked web pages [17, 38]. While the crawlers, 

used for refreshing the indices of the web search engines, perform a breadth-first search of the 

whole web; focused crawlers explore only a small portion of the web using a best-first search guid-

ed by the user interest and based on similarity estimations [24, 38, 40]. 

To maintain a fast information retrieval process, a focused web crawler has to perform web doc-

ument classification on the basis of certain similar characteristics. This task is accomplished by the 

similarity estimator processor. The classification of web documents is carried out by using already 

known document classes in combination with specially designed algorithms to extract words and 

phrases, thereby forming a number of collections [1, 4, 9, 18, 20, 29]. These collections comprise 

sets of documents strongly related with a specific class [14, 16, 23, 25, 26]. Clustering has been 

proposed as an efficient web document classification method. Clustering refers to the assignment 

of a set of observations (or patterns) into subsets (called clusters) so that patterns in the same clus-

ter are similar in some sense. 

These patterns can be categorized into two types [1, 18, 22, 25]: (a) web documents presented in 

specific document formats like xHTML (or XML) containing control strings and text, and (b) web 

server log files containing access sequences of web pages visited by specific users.  

This article introduces a novel focused crawler that extracts and processes cultural data from the 

web. The pages’ processing incorporates two phases. In the first phase the crawler surfs the web 

using a recursive procedure, downloads web pages and removes those not including cultural con-

tent using a simple statistical method. The main innovation of our method lies in the second phase 

wherein web pages are logically separated in different clusters depending on their thematic content 

(e.g. music pages and theatre pages will be assigned to separate clusters). Our method involves: (a) 

a multidimensional document vector comprising the most frequent word occurrences; (b) calcula-

tion of the weighted Hamming dissimilarity measures between the cultural-related documents; (c) 

partitioning of the documents into a number of clusters.  

The remainder of the article is organized as follows: Section 2 presents related work in the field. 

Section 3 describes the crawling and documents parsing and analysis procedure. Section 4 analyzes 

the clustering procedure. Section 5 discusses the results of the experimental validation of our algo-

rithm and Section 6 concludes our work and presents directions for future work. 



- 3 - 

2. Related Work 

Lin et al. [17] proposed a method for automating the extraction of specialized information from the 

web. Their focus has been on extracting ‘sentiments’ of the Chinese Stock Market resulting from a 

daily scan of thousands of web pages that are then interpreted by means of self-learning techniques 

with simple statistical processing. Tan et al. [30] proposed a cluster-based web crawling policy that 

addressed the problem of predicting the change behavior of web pages so that clusters of pages 

with frequent change patterns would be crawled more often. In [2], Chakrabarti et al. showed that 

there is a great deal of usable information on a ‘href’ source page about the relevance of the target 

page. This information, encoded suitably, can be exploited by a supervised apprentice, which takes 

online lessons from a traditional focused crawler by observing a carefully designed set of features 

and events associated with the crawler. Huang and Ye [12] developed a focused web crawler called 

wHunter that implements incremental and multi-strategy learning by taking the advantages of both 

support vector machines and naïve Bayes theory. Tao et al. [31] pointed out that since a driven 

crawler chooses the best URLs and relevant pages to pursue during Web crawling, it is difficult to 

deal with irrelevant pages. In order to deal with this problem they introduced a focused crawler, 

which used specialized metrics and an evaluation function for ranking the pages’ relevance. A dif-

ferent framework to take into account the relevancy of documents was proposed in [38]. Specifical-

ly, the crawler retrieved documents by speculating the relevancy of the document based on the 

keywords in the link and the surrounding text of the link. Then, the relevancy of the documents is 

reckoned measuring the semantic similarity between the keywords in the link and the taxonomy 

hierarchy of the specific domain. Jalilian and Khotanlou [13], developed a method to weigh the 

concepts related to topic to be used as a main component in the architecture of semantic crawler to 

compute relevance of web page with the topic. The concepts related to the topic are retrieved by 

ontology graph and their weights are computed by a proposed fuzzy inference system. In [35], Xu 

and Zuo proposed a first-order focused web crawler to handle the predicates that are used explicitly 

to represent the relevance clues of the unvisited pages in the crawl frontier and then, to perform a 

classification of these pages using rules induced in terms of a subgroup discovery technique. Ye et 

al. [36] developed the iSurfer focused crawler that uses an incremental method to learn a page clas-

sification model and a link prediction model. It employs an online sample detector to incrementally 

distill new samples from crawled pages for online updating of the model learned. The incremental 

learning strategy starts from a few positive samples and gains more integrated knowledge about the 

target topics over time. In [40] was discussed the problem of embedding reinforcement learning in 

a focused web crawler. The result was an algorithmic scheme according to which the reinforcement 

learning was combined with naive Bayes classifiers and fuzzy center-averaged clustering to online 

estimate the immediate action reward and classification of the newly crawled web pages. Hati et al. 

[11] employed a vector space model to quantify the relevancy score. Then, they calculated the un-
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visited URL score based on its anchor text relevancy, its description in Google search engine and 

calculated the similarity score of description with topic keywords, cohesive text similarity with 

topic keywords and relevancy score of its parent pages. To this end, they came up with an effective 

adaptive focused crawler. In [8], Dong and Hussain proposed a conceptual framework for imple-

menting semantic focused crawling processes for automatically discovering, annotating, and classi-

fying the service information of digital ecosystems with the semantic web technologies. In [19], 

Mali and Meshram proposed a trhee-stages learning process, which focus on page selection policy 

and page revisit policy. Dey et al. [7] developed a focused crawler for crawling of country-based 

financial data. Hati and Kumar [10] quantified the relevancy between seed page and child page by 

vector space model in terms of a URL distance model. Yu et al. [37] developed an algorithm based 

on similarity computation, which is able to handle pages of multimedia and text content. Martin 

and Khelif [22] proposed a source selection process to filter out pages that are not relevant to the 

target one, and used a state space model to measure the relevance of the pages.  

Clustering appears to be a reliable solution for web document classification [18]. The steps to 

classify web documents involve the utilization of already classified documents in combination with 

specially designed algorithms to extract words and phrases, typically termed items [1]. These items 

and their synonyms form collections, wherein indices are used to indicate which item is related to a 

specific class. Moreover, the collections along with the respective indices carry information about 

how strongly each item is associated with a specific class [26]. The task of assigning a new docu-

ment to a class is accomplished through the definition of appropriate similarity or dissimilarity 

measure. One of the most efficient approaches to classify web documents is to use cluster analysis. 

Clustering is an unsupervised learning method that partitions a set of patterns into groups (clus-

ters), where elements (patterns) that belong to the same group are as similar as possible, while ele-

ments belonging to different groups are as dissimilar as possible. We distinguish two main catego-

ries of clustering algorithms. The first category is called hierarchical clustering and it produces 

nested partitions generated by sequential agglomerative of divisive algorithms, which are based on 

distance measures between clusters (such as single link, average link, complete link, etc) [27, 28, 

34, 39]. A major drawback of sequential algorithms is their strong dependence on the order in 

which the patterns are elaborated. The second category is referred to the so-called partitional clus-

tering algorithms [3, 6, 15, 32]. Their implementation is based on the alternating optimization of a 

certain objective function. Many clustering algorithms assume that the patterns are real vectors, 

called numerical patterns. However, in the web we usually consider non-numerical patterns. These 

patterns can be categorized into two types: (a) web documents presented in a specific document 

formats like xHTML containing control strings and text [21], and (b) web server log files contain-

ing access sequences of web pages visited by specific users [25]. Lee and On [15], in order to 

avoid certain problems related to the use of partitional clustering, developed an agglomerative clus-
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tering bisection and merging process. Although this method appears to be effective, it constitutes a 

highly computationally complex process. In [3], Chen generated candidate clusters based on con-

nective semantic relations among the clusters. The final algorithmic scheme can be applied to mul-

tilingual web documents in an unsupervised learning fashion. Tan et al. [30] applied a clustering 

based sampling approach, according to which all local web pages are assigned into different clus-

ters such that each cluster contains web pages with similar change pattern. Then, they sampled web 

pages from each cluster to estimate the change frequency of all the web pages in that cluster and let 

the crawler to re-visit the cluster containing web pages with higher change frequency with a higher 

probability.  

3. Retrieval of Web Documents and Calculation of Documents Distance Matrix 

Prior to performing clustering of web documents, our algorithm involves the documents retrieval 

(crawling) and parsing and also the calculation of their distance vector and distance matrix. The 

high-level process of crawling, parsing, filtering and clustering of the downloaded web pages is 

illustrated in Figure 1. Our algorithm is described in detail in the following subsections. 
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Figure 1. The high-level process of crawling, parsing, filtering and clustering of the downloaded web pages. 

3.1. Crawling Procedure 

For the retrieval of web pages we utilize a simple recursive procedure which enables breadth-first 

searches through the links in web pages across the Internet. The application downloads the first 

(seed) document, retrieves the web links included within the page and then recursively downloads 

the pages where these links point to, until the requested number of documents has been download-

ed. 

In order to shorten the search space, our focused web crawler predicts the probability that a link 

to a particular page is relevant to culture before actually downloading the page. Our predictor uti-

lizes an approach inspired by [38] wherein only links with anchor text containing or surrounded by 

cultural terms are assumed to point to culture-related documents. We used standard HTTP connec-

tions for retrieving the code of xHTML documents (java.net.URLConnection class). 

3.2. Parsing of xHTML Documents 

Each retrieved document is parsed using an open-source Java-based xHTML parser [33]. The par-

ser maintains the title and the ‘clear’ text content of the document (the series of words included 

within its body section) and the URL addresses where the document links point to. The title and the 

document’s body content are then translated to a convenient, easy to process XML format. The 

‘noise’ words such as articles, punctuation marks, etc, are filtered out. The documents not includ-

ing sufficient cultural content (in our prototype, ‘valid’ cultural terms are included in a ‘cultural 

dictionary’), i.e. those wherein the total number of cultural terms fall below a predefined threshold 

are deleted. The documents corresponding to the document’s URL addresses are retrieved and 

parsed on the next algorithm’s execution round, unless they have been already appended in the 

‘UrlsDone’ list or they are unlikely to point to non culture-related pages. 

3.3. Calculation of the Document Vectors 

For each parsed document we calculate the respective document vector denoted as DV . The role 

of the DV  is to indicate the descriptive and most representative words that are included within the 

document and the frequency of appearance (i.e. number of occurrences) of each word. For in-

stance, if a document  iDV   includes the words  , , ,a b c and d with frequencies  3, 2, 8 and 6, re-

spectively, then its document vector will be:   [3 ,2 ,8 ,6 ]iDV a b c d . The dimension (i.e the length) 

of iDV  is designated as iDV  and is equal to the number of individual words it includes (for the 

previous example it is iDV  = 4) and varies for each document.  
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Next, we re-order (using the well-known ‘quick sort’ algorithm) each iDV  in descending order 

of words frequencies, that is we move the words with higher frequencies to the beginning of the 

iDV , so the vector of the previous example becomes: [8 ,6 ,3 ,2 ]iDV c d a b . 

Finally, we filter the iDV  maintaining only a specific number of T words, so that all iDV s are of 

equal dimension (i.e of equal length). Thus, for T=2, the vector of the previous example becomes: 

[8 ,6 ]iDV c d . The filtering excludes some information, since we have no knowledge of which 

words with small frequencies are included in each document. Yet, it is necessary to improve the 

performance of the next step of our algorithm. If no filtering is applied, then the worse case scenar-

io for a dictionary of W words is a W-dimensions iDV , where each word of the dictionary appears 

only once in a document. 

3.4. Calculation of the Document Vectors Distance Matrix 

We calculate the distance matrix DM of the parsed web document vectors. Each scalar element 

ijDM  of this matrix equals the weighted Hamming dissimilarity between iDV  and jDV : 

( , )i jWH DV DV , which is based on the well-known Hamming distance (defined in the Section 

3.4.1) and represents the dissimilarity of the words included within the corresponding documents, 

i.e. the more different the words (and their frequencies) of document vectors iDV  and jDV , the 

higher the WH value. Hence, for N documents, the distance matrix is depicted in Table 1. 

Table 1. An example of the distance matrix for N document vectors. 

WH (DV1 , DV1) WH (DV1 , DV2) WH (DV1 , DV3) ....... WH (DV1 , DVN) 

WH (DV2 , DV1) WH (DV2 , DV2) WH (DV2 , DV3) …… WH (DV2 , DVN) 

....... ....... ....... ....... ....... 

WH (DVN, DV1) WH (DVN , DV2) WH (DVN , DV3) ....... WH (DVN , DVN) 

3.4.1. The Weighted Hamming Dissimilarity Measure 

The Hamming distance is a distance between two document vectors 1 1 2[ , , ..., ]nDV x x x  and 

2 1 2[ , , ..., ]nDV y y y  of equal length n, defined as:  

1 2
1

( , )
n

i i
i

H DV DV x y


   (1)

Hamming distance is referred to as an appropriate distance metric for error detection and correc-

tion codes and has also been used for defining similarity measures among web pages or web links 

[20, 28, 36]. However, we argue that it is an inappropriate metric for measuring the similarity be-

tween web pages content as it can produce quite unreliable results. Let, for example, two document 
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vectors  1  = 3a,  4b,  2cDV and  2  3a,  4b,  8cDV  . Their hamming distance is 

3 3 4 4 8 2 6      , as much as the hamming distance between  3   a,  b,  cDV   and 

 4   d,  e,  fDV  vectors, which do not have any common words though. To address this issue, we 

introduce the weighted Hamming dissimilarity measure (WH ), defined as follows: 

1 2
1

( , )
n

i i i
i

WH DV DV w x y


   (2)

where  1 2min ,n DV DV  if 1 2DV DV  else 1 2n DV DV  ,   is defined below in eq. 

(4), while the weighted variable iw  is a constant used so as the words that exclusively appear either 

to the document vector 1DV  or 2DV  to contribute more to the actual distance between them (like-

wise, words that exist in both document vectors, even with different frequencies, are assigned 

smaller weight values). The weighted variable is given by: 

2 1

2 1

,  or  

1,  and 
i i

i
i i

c x DV y DV
w

x DV y DV

 
   

 (3)

where c is a constant such that  0,  1c  . If, for instance 0.5c  then for the abovementioned 

example document vectors (for 1  ), the 1 2( , ) 3WH DV DV   while 3 4( , ) 6WH DV DV  . It is 

noted that the weighted Hamming dissimilarity measure has been used in scientific and several 

application domains (e.g. in [34]), under diverse definitions. 

Special attention should be paid to ensure a fair treatment of web documents with different text 

lengths. Otherwise, vectors of relatively long documents are expected to exhibit larger word fre-

quencies over those of shorter documents, inevitably resulting in large WH values. Therefore, doc-

ument vectors should be normalized prior to performing the clustering procedure; the normaliza-

tion factor  , appearing in (2), is given by: 

1 2

1 2 1 2

1 ,

,

if DV DV

DV DV if DV DV


  
 

 (4)

Thus, the  WH  value among two documents is proportional to the difference among their re-

spective length. Notice that, although the equations (2)-(4) can be applied in the general case where 

the document vectors are of different lengths, in our case the parameter  is equal to 1 since all 

vectors appear to have the same length. 

4. Clustering Process 

Here, we first use the concept of the potential of a numerical data point (introduced by Chiu in [5]) 

and modify it, to process the non-numerical document vectors and the respective distances. Sec-
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ondly, to overcome certain problems related to the determination of the optimal partition, we intro-

duce a cluster validity index.   

Let  NDVDVDVX ...,,, 21  be a set of N document vectors of equal length (i.e. dimension). The 

potential of the i-th document vector is defined as follows, 





N

j
jii SZ

1

 (5)

where jiS is the similarity measure between DVj and DVi given as follows, 

  exp ,ji j iS WH DV DV   ,        (0,1)   (6)

From eqs (5) and (6) the following useful remark can be easily observed:  

A document vector that appears a high potential value is surrounded by many neighboring doc-

ument vectors. Therefore, a document vector with a high potential value represents a good nomi-

nee to be a cluster center. 

Based on this remark the potential-based clustering algorithm is described as follows: 

 

Potential-Based Clustering Algorithm 

Select values for the design parameters (0,1)   and (0,1)  . Initialy, set the number of clusters 

equal to L=0. 

Step 1. Using eqs (5) and (6) and the distance matrix calculate the potential values for all 

document vectors )1( NiDVi  .  

Step 2. Set L=L+1. 

Step 3. Calculate the maximum potential value:  

 i
Ni

ZZ



1

max max  (7)

Select the document vector 
maxiDV that corresponds to maxZ  as the center element of the Lth 

cluster: 
maxL iC DV .  

Step 4. Remove from the set X all the document vectors having similarity (given in eq. (6)) with 

maxiDV greater than β  and assign them to the Lth cluster. 

Step 5. If X is empty stop. Else turn the algorithm to step 2.  

The above detailed algorithm exhibits two appealing features:  
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 It is one-pass through the data set and therefore it is a very fast procedure that is easy to 

implement.  

 It does not assume any random selection of initial cluster centers but rather it selects these 

centers based on the structure of the data set itself. 

 

However, a straightforward implementation of the above algorithm requires a priori knowledge 

of the appropriate values for   and  . A feasible way to solve this problem is to perform a 

number of simulations and to detect the set of values that provide the best partitioning results. 

However, this is a very time consuming procedure. Interestingly, a set of simulations revealed no 

significant difference when we kept   constant and modified  . Therefore, to simplify the 

approach, we set 0.5   and we calculate the optimal value of   by using the validity index 

described next.    

An efficient cluster validity index is synthesized by two basic components [32]: (a) a 

compactness measure )(COMP  that concludes whether the individual clusters are solid (i.e. 

compact) or not and (b) a separation measure )(SEP that concludes whether the clusters are well-

separated or not.  

Normally, an optimal partition corresponds to a minimum compactness and a maximum 

separation. Therefore, the index is given as the ratio between COMP and SEP. A feasible 

estimation for the compactness is: 

1

L
C
k

k

COMP Z


   (8)

where C
kZ is the potential value for the potential value of the kth cluster center. Note that the cluster 

centers are document vectors from the original data set. If COMP is assigned a small value then 

each of the sum components in (8) are small and therefore the resulting clusters are compact (i.e. 

solid). On the other hand, the separation measure is given by the next relation: 

  ,
min ( , )i ji j

SEP g WH C C  (9)

where g is a strictly increasing function of the form: 

qxxg )( , ),1( q  (10)

In the above equation, the parameter q is used to normalize the separation measure so as to 

cancel undesired effects associated with the number of document vectors and the number of 

clusters, as well. Thus, the validity index is defined as: 

SEP

COMP
V   (11)



- 11 - 

To this end, the main objective is to select the value of the parameter β  for which V is 

minimized. 

5. Experimental Evaluation 

To evaluate the applicability and the performance of our algorithm, we have created and uploaded 

on a web server a ‘test’ web site comprising hundreds of xHTML documents. Each document in-

cludes variable number of links to other documents, therefore creating a web of inter-connected 

documents. 

 

<html>
<head>

<title>Page title</title>
</head>
<body>

….
….

</body>
</html>

Generic
Dictionary

Random 
words 
extractionHTML 

document 
skeleton

Cultural
Dictionary

 

(a) (b) 

Figure 2. (a) User Interface and (b) functioning of the xHTML document generator. 

In order to validate our proposed method, we needed to automate the creation of large numbers 

of web pages used. Hence, we developed a Java-based tool; through its simple user interface shown 

in Figure 2a, the user sets: (i) the number of documents to be generated; (ii) the number of words 

(excluding xHTML tags) per document; (iii) the average percentage of cultural terms (the actual 

number of such terms will determine whether the document will be classified as cultural-related or 

not); and (iv) the dictionaries where generic and cultural terms are extracted from. The tool uses an 

xHTML skeleton, i.e. the start and the end tags of the xHTML document, and fills its body section 

with words randomly retrieved by the dictionaries and also with a link to the page generated on the 

next round (see Figure 2b).   

In our experiments, we created 30,000 pages, each containing 100 words retrieved from diction-

aries of 200 generic and 100 cultural terms. Certainly, some of these words may appear repeatedly 

within each document. 

Table 2. The web page categories for cultural information. 
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1 Cultural conservation 
2 Cultural heritage 
3 Painting 
4 Sculpture 
5 Dancing 
6 Cinematography 
7 Architecture Museum 
8 Archaeology 

 

9 Folklore 
10 Music 
11 Theatre 
12 Cultural Events 
13 Audiovisual Arts 
14 Graphics Design 
15 Art History 

 

As regards the filtering of the document vectors, we have used a common threshold value T=30. 

Notice that this quantity defines the dimensionality of the feature space. We can keep the feature 

space dimension large, but in this case the computational cost will increase, while the creditability 

of the results will remain questionable.  

Target topics were defined and the page samples were obtained through meta-searching the Ya-

hoo search engine. Table 2 depicts the 15 web page categories related to cultural information.  

For each category, we downloaded 1000 web pages to train the algorithm. After generating the 

dictionary (refer to Section 3.2), for each category we selected the 200 most frequently reported 

words, using the inverse document frequency (IDF) for each word. The IDF is given by the follow-

ing equation [1, 32]: 











ww

w
IDF P

P

f

f
fr log

max_

 (12)

where wf  is the frequency of occurrence of the word in the category’s document collection, 

max_wf  is the maximum frequency of occurrence of any word in the category’s collection, P  is the 

number of documents of the whole collection, and wP  is the number of documents that include this 

word. Finally, the stop words are removed, while for each document vector we preselect the most 

frequently reported words in the corresponding document. In the next subsections we analytically 

describe the conducted experiments.  

5.1. Study of the Effect of the Parameter β 

In this experiment, we quantify the effect of the parameter β upon the learning performance of the 

proposed crawler. As it can be easily seen, this parameter is highly important for the overall behav-

ior of the algorithm.  

To perform the experiment we employed the crawler on each of the above categories. Thus, the 

algorithm elaborated 1000 documents with respect to each category. To obtain strong quantitative 

and qualitative results, we monitored the value of the validity index V given in eq. (11) as a func-

tion of the parameter β. To carry out these simulations we used for each topic nine values for  , 
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namely: 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9. The results are depicted in Figure 3. Since the ob-

jective is to minimize the index V, the selected values of the parameter β are those that correspond 

to minimal values of V. The resulting number of clusters along with the optimal values of β are 

given in Table 3. 
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(a) (b) 

Figure 3. The validity index V as a function of the parameter β for several cultural information categories. 

 

Table 3. Number of clusters obtained by the algorithm for each category and the respective optimal value for 

the parameter β. 

Category Number of 
Clusters 

Optimal 
Value of 

  
Category 

Number of 
Clusters 

Optimal 
Value of 

  

1 
2 
3 
4 
5 
6 
7 
8 

31 
46 
34 
26 
28 
53 
27 
38 

0.3 
0.3 
0.2 
0.4 
0.6 
0.7 
0.4 
0.3 

9 
10 
11 
12 
13 
14 
15 

36 
55 
53 
31 
34 
29 
27 

0.6 
0.5 
0.5 
0.2 
0.3 
0.4 
0.2 

5.2. Classification Capabilities Study 

To test the method we used the extracted cluster centers (i.e. document vectors) to automatically 

classify unknown web documents. More specifically, for each incoming unknown document we 

determine the minimum distance from all the clusters in a specific category, obtaining in this way 

15 distances. Then, the document is assigned to the category that appears the smallest of the above 

15 distances.  Thus, we downloaded another 1000 pages for each category and we utilized the well-

known Harvest Rate [2, 12, 24, 35] to validate the classification results. 
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Table 4. Comparative classification results for different crawlers with respect to the Harvest Rate. 

Category BFS AFWC FOC wHunter CBWC iSurfer AdFWC Proposed 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 

48.7% 
52.1% 
70.6% 
52.0% 
66.8% 
67.4% 
55.4% 
59.7% 
60.8% 
65.2% 
71.5% 
58.8% 
63.3% 
68.8% 
48.7% 

65.3% 
72.4% 
72.5% 
67.2% 
73.8% 
84.7% 
50.5% 
59.8% 
64.9% 
85.4% 
87.2% 
74.0% 
68.4% 
69.0% 
59.6% 

68.9% 
73.7% 
76.4% 
71.6% 
88.8% 
90.2% 
78.3% 
80.0% 
82.5% 
93.0% 
91.5% 
90.6% 
82.8% 
78.6% 
60.9% 

69.1% 
75.0% 
74.2% 
69.8% 
88.5% 
91.6% 
76.2% 
77.4% 
72.6% 
80.5% 
87.7% 
91.6% 
88.0% 
83.5% 
61.9% 

63.2% 
72.2% 
75.8% 
69.2% 
80.3% 
78.6% 
56.2% 
79.2% 
83.3% 
90.2% 
95.9% 
92.0% 
82.8% 
78.8% 
54.0% 

60.3% 
82.6% 
70.0% 
59.0% 
89.1% 
88.1% 
70.2% 
69.4% 
73.0% 
70.9% 
93.0% 
79.9% 
74.7% 
84.4% 
57.4% 

70.7% 
70.9% 
82.0% 
85.0% 
88.4% 
80.2% 
79.5% 
90.5% 
89.5% 
91.6% 
90.8% 
90.3% 
82.9% 
91.7% 
56.7% 

69.6% 
77.2% 
77.1% 
72.1% 
90.6% 
85.4% 
72.1% 
84.9% 
84.0% 
93.4% 
92.0% 
87.1% 
84.7% 
82.9% 
59.0% 

In order to extract safe conclusions about the classification accuracy of the crawler, we have al-

so designed and applied the following crawlers: (a) Best-First Search (BFS), (b) Accelerated Fo-

cused Web Crawler (AFWC) [2], (c) First-Order Crawler (FOC) [35], (d) wHunter [12], (e) Clus-

tering-Based Web Crawler (CBWC) [30], (f) iSurfer [36], and (g) Adaptive Focused Web Crawler 

(AdFWC) [11]. Table 4 depicts the obtained results, which are highly convincing since in most of 

the cases the proposed crawler outperformed the others, maintaining a highly effective perfor-

mance. 

5.3. Quality Study of the Resulting Clusters 

 To conduct the experiment we compare the proposed algorithm to the following clustering-based 

crawlers: (a) Clustering-Based Web Crawler (CBWC) [30], (b) Fuzzy Logic Categorical Data 

Clustering (FLCDC) [32], and (c) Clustering based on Document Structure (CDS) [6]. The com-

parison is carried out in terms of the quality of the resulting clusters, which is evaluated by the F-

measure and the Entropy [6, 30]. Within the next paragraphs we briefly report the appropriate defi-

nitions and properties of these quantities.  

Let us assume that the correct classification of the set of web documents consists of the clusters 

MCCC ...,,, 21  and the clusters computed by the model are denoted as 
M

CCC ~21

~
...,,

~
,

~
. To this end, 

the concepts related to the definition of the above measures are the precision (Pr) and recall (Re), 

which are calculated in terms of the following equations, 
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An effective way to calculate the quantities Pr and Re is to use the confusion matrix, the ele-

ments of which are the counts of the documents (i.e. pages) from the cluster iC  that have been 

assigned to the clusters jC
~

. By denoting the confusion matrix as ][ ijpP  , the Pr and Re are prac-

tically estimated as follows, 
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Taking into account the above results, the F-measure is defined as: 
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Table 5. Comparison of different clustering algorithms with respect to the measure FT. 

Category CDS [6] CBWC [30] FLCDC [32] Proposed 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 

0.895 
0.887 
0.957 
0.743 
0.923 
0.785 
0.869 
0.777 
0.912 
0.935 
0.958 
0.985 
0.975 
0.792 
0.902 

0.821 
0.848 
0.893 
0.978 
0.932 
0.958 
0.963 
0.712 
0.705 
0.761 
0.802 
0.813 
0.693 
0.863 
0.896 

0.847 
0.745 
0.769 
0.795 
0.856 
0.896 
0.956 
0.702 
0.743 
0.712 
0.895 
0.995 
0.974 
0.765 
0.736 

0.916 
0.943 
0.786 
0.775 
0.923 
0.963 
0.976 
0.825 
0.886 
0.936 
0.945 
0.986 
0.978 
0.702 
0.939 

Table 6. Comparison of different clustering algorithms with respect to the measure ET. 
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Category CDS [6] CBWC [30] FLCDC [32] Proposed 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 

0.0062 
0.0756 
0.0965 
0.0029 
0.0092 
0.0489 
0.0664 
0.0784 
0.0964 
0.0063 
0.0085 
0.0102 
0.0099 
0.0455 
0.0247 

0.0047 
0.0489 
0.0365 
0.0425 
0.0125 
0.0089 
0.0032 
0.0045 
0.0854 
0.0087 
0.0689 
0.0574 
0.0269 
0.0125 
0.0655 

0.0125 
0.0654 
0.1258 
0.0025 
0.0698 
0.0888 
0.0935 
0.0175 
0.0069 
0.0074 
0.0332 
0.0895 
0.0147 
0.0225 
0.0121 

0.0025 
0.0069 
0.0584 
0.0096 
0.0015 
0.0058 
0.0061 
0.0098 
0.0074 
0.0265 
0.0044 
0.0172 
0.0111 
0.0085 
0.0065 

Then, the F-measure for the correct class iC  is defined as: 
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Finally, for the whole partition the total F-measure is given as the weighted aggregate of all the 

iF  measures: 
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Note that ]1,0[TF . The higher the value of TF  the better the quality of the resulting partition. 

The second measure is the Entropy, which for the cluster jC
~

 is given as:  

 



M

i
jijij CCCCCE

1

)
~

,Pr(log)
~

,Pr()
~

(  (20)

Then, the total Entropy of the overall partition is defined as follows: 
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   The smaller the value of TE  the better the quality of the resulting clusters. 
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Tables 5 and 6 depict the comparative results in terms of the measures TF . As a concluding re-

mark, we can easily see that the proposed method is very competitive to the others, obtaining a 

superior cluster quality in many cases.  

6. Conclusions  

We have shown how cluster analysis can be effectively and efficiently incorporated into a focused 

web crawler. The basic idea of the approach is to create multidimensional document vectors each 

corresponding to a specific web page. The dissimilarity between two distinct document vectors is 

measured using a variation of the well-known Hamming distance. Then, we use a clustering algo-

rithm to classify the set of all document vectors into a number of clusters, where the respective 

cluster centers are objects from the original data set that satisfy specific conditions. The classifica-

tion of unknown web pages is accomplished by using the minimum weighted Hamming distance. 

Several experimental simulations took place, which verified the efficiency of the proposed method. 

As a further step of the approach, we intend to modify the filtering of document vectors, so that 

the threshold value T will not be predefined but dynamically determined, based on the documents’ 

word frequencies variance, which implies that the threshold value will vary among separate docu-

ments. 

Future extensions of our web crawler will enable a more intelligent focus on culture-related web 

content through applying sophisticated techniques such as reinforcement learning and evolutionary 

adaptation so as to improve its performance over longer crawls. 
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