Mobile Agent Middleware for Autonomic Data
Fusion in Wireless Sensor Networks

Aristides Mpitziopoulos, Damianos Gavalas, Charalampos Konstantopoulos and
Grammati Pantziou

Abstract Mobile Agents (MAs) are referred to as autonomous application programs
with the inherent ability to move from node to node towards a goal completion. In
the context of Wireless Sensor Networks (WSNs), MAs may be used by network ad-
ministrators in the process of combining data and knowledge from different sources
aiming at maximizing the useful information content. MAs have been initially devel-
oped to replace the client/server model which exhibits many disadvantages, partic-
ularly in WSN environments (e.g. heavy bandwidth usage and excessive energy ex-
penditure). The most promising advantages of MAs in WSN environments include
decreased usage of the wireless spectrum (large volumes of raw sensory data are
filtered at the source) and energy consumption, increased reliability due to their in-
herent support for disconnected operations, their ability of cloning themselves to en-
able parallel execution of similar tasks, etc. The main objective of this book chapter
is to review and evaluate the most representative MA-based middleware proposals
for autonomic data fusion tasks in WSNs and evaluate their relevant strengths and
shortcomings. Although the chapter’s focus is on autonomic data fusion tasks, other
applications fields that may benefit from the MAs distributed computing paradigm
are identified. Open research issues in this field are also discussed.
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1 Introduction

Wireless Sensor Networks (WSNs) typically comprise hundreds or even thousands
of sensor nodes (SNs). These nodes are often randomly deployed in a sensor field
and form an infrastructure-less network. Each node has the capability to collect data
and route it back to a Processing Element (PE) or sink via ad hoc connections, using
neighbor nodes as relays. A sensor consists of five basic parts: sensing unit, central
processing unit (CPU), storage unit, transceiver unit and power unit [1].

Unlike other type of networks, WSNs are subject to a set of resource constraints
such as limited energy availability of SNs [12, 48], since in most cases there are
only dependant to battery supply, limited network communication bandwidth and
hardware-network heterogeneity. In a typical WSN, SNs are equipped with re-
stricted computational power and limited amount of memory for data-signal pro-
cessing and task scheduling. Furthermore, as SNs are usually deployed to hostile
environments they are prone to failures and the replacement of failed SN is practi-
cally impossible in case of large-scale WSNs or embedded sensors. Given the fact
that WSNs can be used in security sensitive applications (e.g. battlefield surveil-
lance, secure area monitoring and target detection [1]) the above-mentioned limita-
tions represent critical challenges.

WSNs can be used in a variety of applications, including environment monitor-
ing, automatic target detection and tracking, battlefield surveillance, remote sensing,
global awareness, etc [1]. A significant percentage of the above applications require
remote retrieval of sensor readings and are known to be data-intensive. An efficient
method to reduce the volume of data communicated within a WSN is data fusion.
In data fusion, readings from multiple SNs are combined and processed leading
to more accurate data with significant smaller size, since redundant readings for
neighbor SN are filtered [61]. However suitable middleware solutions are required
to utilize data fusion in WSNs. In this context, middleware is defined as a software
layer, which functions as an interface between sensor nodes and the data fusion pro-
cess [17]. Mobile Agent (MA) technology has been proposed as an efficient middle-
ware approach to IP networks, but is also suitable for WSN environments enabling
the development and deployment of autonomic data fusion applications to resource
constrained SNs. MAs are referred to as lightweight autonomic software entities
that execute distributed tasks assigned by the users of a WSN, such as data fusion
tasks.

The remainder of this chapter is organized as follows: First, we define the concept
of data fusion, the related concepts of collaborative processing and data aggregation
and the most representative approaches to WSN data fusion. We then present repre-
sentative WSN middleware approaches and provide a comprehensive introduction
to MA technology. Then we discuss the suitability, constraints and application fields
of MAs in the context of WSNs. The next sections comprise the core of this chapter:
we classify and review the most representative MA-based middleware proposals for
autonomic data fusion in WSNs and evaluate their relevant strengths and shortcom-
ings. Finally we refer to open research issues in this field.
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2 Data Fusion in WSN environments

Data fusion is referred to as the process of combining data and knowledge from
different sources with the aim of maximizing the useful information content [61]. It
improves reliability while offering the opportunity to minimize the data retained.

Multi-sensor data fusion represents an evolving technology dealing with the
problem of how to fuse data from multiple SNs to enable a more accurate estima-
tion of the environment [45]. Such an approach achieves significant energy savings
when intermediate SNs take part in the data fusion process (aggregate responses to
queries). Applications of data fusion cross a wide spectrum, including environment
monitoring, automatic target detection and tracking, battlefield surveillance, remote
sensing, global awareness, etc [1]. They are usually time-critical, cover a large ge-
ographical area and require reliable delivery of accurate information for their com-
pletion. Madden et al. in [37] discuss the implementation of five basic database
aggregates, i.e. count, min, max, sum, and average, based on the Tiny OS platform
[57] and demonstrate that such a generic approach for data aggregation'leads to
significant power (energy) savings. Other related works [21, 23, 33, 34] aim at re-
ducing the energy expended by SNs during the process of data fusion. Most energy-
efficient proposals are based on the traditional client/server computing model to
handle multi-sensor data fusion in WSNs [19, 24, 28]; in that model, each SN sends
its sensory data to a back-end PE or sink. However, as advances in sensor technol-
ogy and computer networking allow the deployment of large amount of smaller and
cheaper sensors, huge volumes of data need to be processed in real-time.

To address the above problem a new concept, collaborative processing [67] has
been introduced referring to cooperative data processing, where data is combined
from multiple sources. This feature also differentiates a sensor network from tradi-
tional centralized sensing and signal processing systems where raw data is collected
by SNs and then is routed, without prior processing, though the network to a cen-
tral PE which carries out the whole processing. This client/server approach presents
many problems such as large energy consumption due to the transmission of large
amount of raw data. This is especially true for SNs around the central node which
constantly should relay data from other SNs. Also, this approach consumes scarce
bandwidth resources leading so to severe scalability problems specially when there
is large number of SN that should send data to the PE.

Collaborative processing takes advantage of the correlation inherent within the
information of neighbor SNs. Since sensing regions are largely overlapping, data
from neighboring SN refer to the same source of information (e.g. an evolving phe-
nomenon, a moving target etc.). Hence, an aggregation and/or fusion of the original
sensory data is possible. This processing takes place as data pass through SNs and
not at the edge of network in a powerful PE. This approach drastically reduces the
communicated data and hence relieves the network from the huge amount of data

! Data aggregation is the process of refining data from multiple sensors into a summarization based
on some rules or criteria. Examples of aggregation methods are statistical operations like the mean
or the median.
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that would otherwise should have been communicated and then collected to the PE.
Some approaches utilizing collaborative processing according to Qi et al. [47] are:

1. The Information-Driven approach, which has initially developed for target track-
ing applications [7, 66]. This approach enables energy-efficient computing through
selecting the next SN which most likely improves the tracking accuracy (based on
information, cost and resource constraints). This application is built on directed
diffusion 2 as the communication medium.

2. The Relation-Based approach [20] wherein the environment is sensed based on
high-level description of the task and then instructs selected SNs to sense and
communicate their sensory data.

3. The Mobile Agent approach which provides more stable performance and im-
proved fault tolerance than the information-driven approach, however, at the ex-
pense of extra bandwidth, needed for the transmission of the MA(s) code. This
approach represents the main focus of this chapter.

3 Middleware Approaches in WSNs

The term middleware refers to the software layer positioned between the operat-
ing system and sensor applications on the one hand and distributed applications
that interact with legacy systems on the other hand. The primary objective of the
middleware layer is to hide the underlying complexity of the network environment
by isolating the application from protocol handling, memory management, network
functionality and parallelism [17].

The resource constraints (i.e. energy, limited memory and processing power) of
contemporary nodes’ hardware represent a challenge for the design of middleware
solutions that meet the specific requirements of WSNs. Elen et al. in [8] catego-
rized sensor middleware schemes into three main categories: application manage-
ment where the middleware among other tasks has to deploy the application over
the air on the WSN (i.e. Agilla [13], [3] and Mate [31]), data management where
the middleware has to handle the data packets that flows though the network (i.e.
Milan [22], TinyDb [38] and Dsware [32]), and network service management where
the middleware should offer a set of network services to the ‘running’ applications
(i.e. Impala [35]).

MAs represent a promising middleware approach and in fact have been already
used in some middleware schemes [3, 13]. A WSN Mobile-agent Middleware Sys-
tem (WMMS) must provide a platform to support MAs to perform user-assigned

2 Directed diffusion [2, 7, 54] is a novel network protocol built for information retrieval and data
dissemination. Its main characteristic is that it is ‘data-centric’, namely routing is based on data
aggregated in the SNs rather than traditional IP theme where end-to-end delivery method is used
based on unique identifications. Data generated by SN is named by attribute-value pairs. A node
requests data by sending interests for named data. Data matching the interest is then ‘drawn’ down
towards that SN (set up of gradients). Intermediate SNs can cache or transform data and may direct
interests based on previously cached data.
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tasks (in our case data fusion tasks) while enabling the application deployment in
WSN.

4 Brief introduction to Mobile Agent technology

MA technology represents a relatively recent trend in distributed computing, which
answers the flexibility and scalability problems of centralized models. The term MA
[42] refers to an autonomous program with the ability to move from host to host and
act on behalf of users towards the completion of an assigned task. In addition they
are able to interact with legacy systems. Recently MAs have been proposed for ef-
ficient data dissemination in sensor networks [4, 45, 46, 56, 64, 65]. In a traditional
client/server-based computing scheme, data from multiple nodes is transferred to
one destination. Because the bandwidth of a WSN is typically much lower from
other types of networks (e.g. wired networks), the data traffic derived from remote
interactions may soon exceed the network capacity of a WSN. This serious scalabil-
ity problem may be sufficiently addressed through MAs. The key idea is to delegate
multiple MAs to the SNs of a WSN; these MAs can perform local rather than re-
mote interactions with legacy systems, apply intelligent filtering operations thereby
eliminating redundancy in the transferred data and decreasing the network overhead
associated with data transfer. This approach also implies more reasonable usage of
the nodes’ radio unit (i.e. their most energy consuming part), hence prolonged nodes
and network lifetime.
A MA may be defined as an entity of four attributes (see Fig. 1) [46]:

e Identification: a number used to uniquely identify the MA in the format of 2-tuple
(i:j), where 1 indicates the IP address of the dispatcher and j the serial number
assigned to agents by the dispatcher.

e Data space: the agent’s data buffer which carries the partially integrated results
(this result should provide progressive accuracy as the agent migrates from node
to node).

e [tinerary: the route of migration. Itinerary planning includes two main issues that
must be addressed: (a) the selection of SNs that must be visited; (b) the route
that the MA will follow to visit the selected SNs. Itinerary scheduling can be
classified as dynamic, static or hybrid?.

e Methods: the application logic (or execution code) carried with the agent.

3 A dynamic itinerary is determined on the fly at each hop of the MA, while a static itinerary is
computed at the PE prior to the MA migration. In a hybrid approach the SNs to be visited are
selected by the PE but the visiting order is decided on the fly by the MA. Although improving the
optimality of the MA’s itinerary compared to hybrid and static approaches, the dynamic approach
is more time-expensive (the ’find-next-node’ function is executed on each migration step), con-
sumes valuable sensor nodes energy resources and implies larger MA sizes (the more intelligence
integrated within the agent, the larger its size).
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Fig. 1 Mobile agents as entities of four attributes.

5 Advantages/Disadvantages and Application Fields of MAs in

the Context of WSNs

Lange and Oshima listed seven good reasons to use MAs [30]: reducing network
load, overcoming network latency, robust and fault-tolerant performance, etc. The
MA-based computing model enables moving the code (processing) to the data rather
than transferring raw data to the processing module. By transmitting the computa-
tion engine instead of data, this model offers several important benefits:

Decreased network overhead. Instead of passing large amounts of raw data over
the network through several round trips, only an MA of small size is deployed.
This is especially important for real-time applications and whenever the com-
munication is enabled through low-bandwidth wireless connections. This also
substantially implies improved network scalability.

Distribution of network load. In the client/server model, the network area around
the centralized element represents a bottleneck point (all remote calls are initiated
and returned to this element). MAs favor network load balancing since agents
are dispatched from the PE in the beginning of their journey and return back in
the end of their itinerary. In the meanwhile, agent migrations typically occur in
network regions away from the PE.

Adaptability. MAs can be programmed to carry task-adaptive processes which
may extend the built-in capability of the system on the fly.

Stability and fault-tolerance. MAs can be dispatched when the network connec-
tion is alive and return results when the connection is re-established. Therefore,
the performance of the system is not much affected by the reliability of network
links.

Autonomy. An agent is a self-contained software element responsible for per-
forming part of a programmatic process. Therefore, it contains some level of
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intelligence, ranging from simple predefined rules to self-learning Artificial In-
telligence (Al) inference machines. It acts typically on behalf of a user or a
process enabling task automation. MAs operate rather autonomously (they are
often event or time triggered) and may communicate with the user, system re-
sources and other MAs as required to perform their task. The autonomy feature
of MAs mainly refers to their ability to exercise control over their own actions.
That is, to respond in a timely fashion to changes in the environment, to ex-
hibit goal-oriented behavior by taking the initiative and possibly change their
itinerary on-the-fly depending on how they perceive their environment. In fact,
autonomy has been agreed to comprise -among others- an essential feature of mo-
bile agents [26, 29]. This feature along with platform and system independence
makes them ideal for building robust and reliable WSNs. Furthermore MAs can
support WSNs deployed in hostile environments, since they react dynamically to
changes (for example interference or jamming).

Although the role of MAs in distributed computing is still being debated mainly
because security concerns [15], several applications have shown clear evidence of
benefiting from the use of MAs [40], including e-commerce and m-commerce trad-
ing [53], distributed information retrieval [25], network awareness [18], network
& systems management [15, 49, 50], etc. Network-robust applications are also of
great interest in military situations today. MAs are used to monitor and react in-
stantly to the continuously changing network conditions and guarantee successful
performance of the application tasks.

Fig. 2 Centralized vs. MA-based data fusion in WSNs.

MAs have also found a natural fit in the field of distributed sensor networks (see
Fig. 2); hence, a significant amount of research has been dedicated in proposing
ways for the efficient usage of MAs in the context of WSNs. In particular, MAs
have been proposed for enabling dynamically reconfigurable WSNs through easy
development of adaptive and application-specific software for SNs [58], for sepa-
rating SN in clusters [36], in multi-resolution data integration [56] and fusion [46],
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data dissemination [5] and location tracking of moving objects [2, 56, 63]. These
applications involve the usage of multi-hop MAs visiting large numbers of SNs.

In MA-based autonomic data fusion tasks the choice of agents’ itineraries is of
critical importance affecting the overall energy consumption and data fusion cost.
Notably, only few research articles have dealt with the problem of approximating
optimal MA routes either through heuristics [45] or genetic algorithms [64]. The
most notable weakness of these algorithms as argued in Sec. 7.1 is that they rely on
a single MA to visit and fuse data from distributed sensors. However, such solutions
do not scale acceptably for networks comprising hundreds or thousands of sensor
nodes.

Security has been identified as the main reason that hinders the adoption of MAs
as the next generation distributed computing paradigm®. In the context of WSNs, the
most crucial security risk in using MAs is the possibility of tampering an agent. In
a WSN that utilizes MAs the agent’s code and internal data autonomously migrate
between SNs and could be easy changed during the transmission or at a malicious
(hostile) node. To address this security risk several countermeasures can be utilized
to detect any manipulation made by an adversary, for instance Encrypted Functions
(EF) [51], Cryptographic Traces [59, 60], Chained MAC protocol [11], Watermark-
ing [10], Fingerprinting [10], Zero-knowledge proofs [43] and the Secure secret
sharing scheme [43].

6 Classification of MA-Based Approaches for Autonomic Data
Fusion in WSNs

MA-based approaches for autonomic data fusion in WSNs can be classified as fol-
lows (see Fig. 3):

e Single MA-based autonomic data fusion [5, 6, 45, 64], where only one MA is
used for autonomic data fusion in the sensor network. This approach may work
well with small scale WSNs but as discussed in Sec. 5 such solutions do not scale
acceptably for networks comprising hundreds or thousands of sensor nodes.

e Multiple MA-based autonomic data fusion [16, 41, 46, 56], wherein a number
of MAs is working in parallel to fuse data from WSN sensors. This approach is
highly efficient even in large scale WSNs. However, it requires relatively com-
plex algorithms to derive the itineraries of individual MAs.

e Autonomic data fusion in clustered WSN architectures [61]. This category refers
to sensor networks with clustered structures. In such structures, SNs located in
nearby locations are grouped in virtual clusters; one of these SNs acts as ‘cluster

4 The most critical security concerns related to MAs comprise: (a) protecting mobile hosts from
malicious agents, (b) protecting agents from malicious hosts, and (c) protecting sensitive infor-
mation carried by agents from eavesdropping. The first is addressed through implementing au-
thentication and authorization features which ensure that only trusted agents may be executed,
in a restricted authority domain. The second may be achieved through protecting agents against
tampering, while the third is sufficiently addressed through encrypting sensitive data.
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head’ (CH) and sensory data retrieved by its ‘cluster members’ are rooted to the
PE through the CH. Autonomic data fusion tasks within these clustered structures
is assigned to MAs.

e Hardware-based autonomic data fusion [55]. In Sec. 4 we described MAs as
autonomous software entities. Several research papers though used the term MA
to refer to mobile hardware instances programmed with suitable software and
acting as MAs (e.g. highly mobile SNs traversing the WSN to collect and process
data from SNs and deliver it back to the PE).

e Combined multiple MA / stationary agents-based autonomic data fusion [39, 63].
This approach involves SNs with embedded Stationary Agents (SAs) that coop-
erate with their peers of neighbor nodes or MAs that traverse the network.

! . Autonomic Combined
Single-MA Multiple-MA : Hardware multiple MA
data fusion :
based based in clustered based stationary
autonomic autonomic WSN autonomic agents-based
data fusion data fusion . data fusion autonomic
architectures datafusion
r e s R ™
1)LCF-GCF 1)NOID 1)Cluster
2)Wu et al. 2)SNOID Based Hybrid 1)SENMA 1)AbDD
3)MAWSN 3)Tsenget al. Computing 2)Wangetal.
4)MADD 4)MADSN Schemes
o - - J J

Fig. 3 A taxonomy of MA-based approaches for autonomic data fusion in WSNs.

7 MA-Based Approaches for Autonomic Data Fusion in WSNs

In this section we present the key concepts of the most representative MA-based au-
tonomic data fusion schemes found in the literature, emphasizing on their relevant
merits and shortcomings. The presentation is structured according to the classifica-
tion provided in the preceding section (Sec. 6).
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7.1 Single MA-Based Autonomic Data Fusion

7.1.1 Local Closest First and Global Closest First algorithms

Qi and Wang in [45] proposed two heuristics to optimize the itinerary of MAs in-
volved in data fusion tasks. In Local Closest First (LCF) algorithm, each MA starts
its route from the PE and searches for the next destination with the shortest distance
to its current location. In Global Closest First (GCF) algorithm, MAs also start their
itinerary from the PE node and select the node closest to the centre of the surveil-
lance region as the next-hop destination.

The main asset of these two algorithms is that they are associated with low com-
putational complexity. However, the output of LCF-like algorithms highly depends
on the MAs original location, while the nodes left to be visited last are typically as-
sociated with high migration cost [27] (see, for instance, the last two hops, 6 and 7,
in Fig. 4a); the reason for this is that they search for the next destination among the
SNs adjacent to the MA’s current location, instead of looking at the ‘global’ network
distance matrix. On the other hand, GCF produces in most cases messier routes than
LCF and repetitive MA oscillations around the region centre, resulting in long route
paths and unacceptably poor performance [45, 64].

=] Processing
sy Element

Processing
Element

(®)

Fig. 4 (a) Output of LCF, (b) Output of GCF (‘C’ denotes the network’s center).

The most serious drawback in both LCF and GCF is that they involve the use of
a single MA object launched from the PE station that sequentially visits all SN, re-
gardless of their physical location on the plane. Their performance is satisfactory for
small WSNs; however, it deteriorates as the network size grows and the sensor dis-
tributions become more complicated. This is because both the MA’s round-trip delay
and the overall migration cost increases squarely with network size, as the traveling
MA accumulates into its state data from visited SNs [14]. The growing MA’s state
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size not only results in increased consumption of the limited wireless bandwidth, but
also consumes the limited energy supplies of SNs. This drawback is addressed by
more recent works [16, 40] that propose methods for intelligent itinerary scheduling
enabling the parallel employment of multiple MAs, each visiting a limited number
of nodes.

7.1.2 Wu’s et al. Genetic Algorithm

Wau et al. proposed a genetic algorithm > for computing routes for a MA that incre-
mentally fuses the data as it visits the nodes in a WSN [64].The main application
fields of this approach are object tracking and detection, where the MA must visit
the sensors that sense the strongest signals, while the suggested itinerary must keep
path loss and energy consumption low. The authors proved the above route compu-
tational problem to be NP-hard. Hence they relied on a genetic algorithm to solve
the problem.

A two-level encoding is employed to adapt the genetic algorithm for the MA
routing problem in WSNs. The first level is a numerical encoding of the sensor (ID)
label in the order of SNs being visited by the MA. The second level is a binary
encoding of the visit status of the SN that are used in the first level (e.g. if a sensor
has been visited, it is assigned ‘1’ attribute value, else ‘0’).

The proposed genetic algorithm is based on an event-driven adaptive method to
implement a semi-dynamic routing strategy where the routing code is implemented
exclusively in the PE. The MA carries only the pre-computed route that determines
the order of SN to be visited. In case of topology changes in the network (e.g. loss
of nodes communication or energy depletion) that render the previous computed
route invalid, the routing code is re-executed at the PE and the new route is sent to
the MA.

Although providing superior performance (lower itinerary cost) than LCF and
GCF algorithms, this approach implies a time-expensive optimal itinerary calcu-
lation (genetic algorithms typically start their execution with a random solution
‘vector’ which is improved as the execution progresses), which is unacceptable for
time-critical applications, e.g. in target location and tracking. Also, in such appli-
cations, the group of visited SNs (i.e. those with maximum detected signal level)
is frequently changed over time depending on target’s movement; hence, a method
that guarantees fast adaptation of MAs itineraries is needed.

7.1.3 Mobile Agent Based Wireless Sensor Network (MAWSN) architecture

Chen et al. in [5] proposed the Mobile Agent Based Wireless Sensor Network
(MAWSN) architecture for filtering and aggregating data in planar sensor network
architectures. In MAWSN, MAs are used to: (a) eliminate data redundancy among

5 A genetic algorithm is a computational mechanism that ‘simulates’ the process of genetic selec-
tion and natural elimination in biological evolution.
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SN through applying context-aware local processing at the node level; (b) eliminate
spatial redundancy among neighbor SNs by MA assisted data aggregation, since in
WSNs comprising large numbers of SNs closely-located sensors generating redun-
dant data are likely to exist; (c) reduce communication overhead by using a packet
unification technique that concatenates the data from several short packets into one
longer packet in order to reduce the communication overhead at the combined task
level.

In MAWSN it is assumed that the PE is aware of the nodes that will be visited
by the MA and the itinerary of the MA is predetermined. The payload of an MA
is consisted of two parts, the processing code which is used to process sensed data
and the aggregated data. Also the MA keeps a list (SourceList) with the source
nodes that has to visit. In SourceList, there are two sources whose positions are
important, namely, the first source which the MA will visit (FirstSource) and the last
source (LastSource). The pair of FirstSource and LastSource represents the starting
and ending points of the MA respectively, while Nextsource represents intermediate
nodes.

When an MA is dispatched from the PE, it visits FirstSource where it is stored.
FirstSource dispatches a copy of the stored MA (clone) after specific periods which
are predefined according to the desired data rate. The clone after leaving FirstSource
visits Nextsource nodes according to their gradient [54] (each time selects the one
with maximum gradient), collects sensed data and deletes the current NextSource
node from its SourceList. After visiting all NextSource nodes the clone finally
reaches LastSource, where it also collects sensed data and then returns to the PE.

The authors proved via simulations that MAWSN presents performance gain over
the client/server model in terms of energy consumption and packet deliver ratio.
However, as the authors admit, MAWSN involve longer end-to-end latency under
certain conditions due to the fact that only a single MA is employed in MAWSN. In
scenarios wherein the MA visits large sets of sensors the latency (round trip delay
of the MA) and the energy expenditure is drastically increased.

7.1.4 Mobile Agent Directed Diffusion (MADD) architecture

Chen et al. proposed the Mobile Agent Directed Diffusion (MADD) in [6] as
an improvement to MA-Based Distributed Sensor Network (MADSN) and Multi-
Resolution Integration (MRI) algorithm (see Sec. 7.2.4) The limitation of clustering
in MASDN is addressed by using a flat network architecture (the authors argue that
is more suitable for a wide range of WSNs applications compared to cluster-based
architectures).

In MADD, MAs itineraries are scheduled by the PE utilizing directed diffusion
[54]. The itinerary scheduling is the same with MAWSN with the only difference
that when the clone MA reaches LastSource it discards the processing code and
carries only the aggregated result to the PE saving valuable energy. The main differ-
ences between MADD and client/server model are:
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e MADD uses a single MA that visits all the relevant SNs to collect data and the in-
terval between the reports to the PE is decided by the dispatching rate of the MA.
On the contrary in client/server-based WSNis the sensory data is sent individually
by each sensor with a specified interval.

e In MADD, data is collected by the MA visiting all the SNs along a single path
(itinerary), while in client/server-based WSNs, data is sent back to the PE in
parallel from all nodes.

Although MADD addressed many constraints of MASDN, it failed to address the
poor scalability of the approach wherein a single MA object visits sequentially the
SNs for data collection. This renders both algorithms inappropriate for large-scale
WSNs wherein the end-to-end delay and the size of the MA would increase squarely
with the number of visited SN.

7.2 Multi MA-Based Autonomic Data Fusion

7.2.1 The Near - Optimal Itinerary Design (NOID) Algorithm

Mpitziopoulos et al. in [41] proposed the Near-Optimal Itinerary Design (NOID)
algorithm to address the problem of calculating a near-optimal route for a MA that
incrementally fuses the data as it visits the nodes in a distributed sensor network.

NOID algorithm adapts some basic ideas of Esau-Williams (E-W) algorithm [9]
and has been designed on the basis of three objectives: (a) MA itineraries should
be derived as fast as possible and adapt quickly to changing networking conditions
(hence, an efficient heuristic is needed), (b) MA itineraries should include only SNs
with sufficient energy availability and exclude those with low energy level, (c) The
number of MAs involved in the data fusion process should depend on the number
and the physical location of the SN to be visited; the order an MA visits its assigned
nodes should be computed in such a way as to minimize the overall migration cost.

As opposed to single MA-based approaches, NOID enables the construction of
multiple near-optimal itineraries, each assigned to individual MAs (see Fig. 5).
NOID is executed on the PE platform; hence MA routes are predefined and not
computed on-the-fly (awareness of the nodes’ geographical locations is assumed).
The authors claim this is a reasonable choice since M As starts their journey from the
PE node, which is typically equipped with powerful computing resources compared
to SNs. However, a dynamic itinerary calculated at each hop by the MA would
enable more prompt response to potential topology changes. On the other hand
it would rise energy demands since the next-hop computation would execute on
resource-constrained SNs; in addition, the MAs size would considerably increase
(the itinerary scheduling logic would be embedded into MA code and transferred on
every MA migration).

The authors also reported simulation results that demonstrated the improved
NOID’s performance over LCF and GCF algorithms in terms of the overall energy
consumption and response time. This is mainly because NOID takes into account
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Processing
Element

= Processing
Element

(2) (®

Fig. 5 (a) Output of NOID (the sequence numbers indicate the order in which the correspond-
ing MA migrations are accepted, i.e., the algorithm’s iteration sequence numbers), (b) the MA
itineraries derived from the NOID algorithm’s output.

the amount of data accumulated by MAs at each visited SN. Namely, NOID rec-
ognizes that traveling MAs become ‘heavier’ while visiting SNs without returning
back to the PE to ‘unload’ their collected data [14]. Therefore, NOID promotes
small itineraries enabling the parallel employment of multiple cooperating MAs,
each visiting a subset of SNs.

7.2.2 The Second Near-Optimal Itinerary Design (SNOID) Algorithm

Gavalas et al. in [16] presented the Second Near-Optimal Itinerary Design (SNOID)
algorithm for determining the number of MAs that should be used and the itineraries
these MA should follow.

The main idea behind SNOID is to partition the area around the PE into concen-
tric zones and start building the MA paths with direction from the inner (close to
PE) zones to outer ones. The radius of the first zone which includes the PE is equal
t0 @ X gy Where a is an input parameter in the range (0, 1] and 7,4y is the maximum
transmission range of any SN. All SN inside the first zone are connected directly
to the PE and these nodes are the starting points of the itineraries of the MAs. By
adjusting the value of parameter a, the number of MA itineraries is adjusted accord-
ingly.

Summarizing, SNOID algorithm determines the number of MAs by taking only
into account the cost of communication between the PE and the first nodes of the
itineraries. The remaining zones have a constant width equal to r,,,,/2 . Thus, each
SN can only directly communicate with nodes residing within the same zone or
within the two adjacent zones.
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Fig. 6 Partitioning the area around PE into a number of zones (SNOID).

The construction of the itineraries of the MAs starts from the inner (close to PE)
zones and proceeds to the outer zones, as illustrated in Fig. 6. When examining a
zone, SNOID’s objective is to connect each node with a node of the previous or
the current zone which already has a connecting path back to the PE. Throughout
this process attention is paid to the latency (denoted as PL in Fig. 6) of the trees
formed up to that point, where latency is calculated through a simple formula. The
nodes selected to join the trees are the ones that provide the minimum cost to the
tree compared to other candidate nodes.

7.2.3 Location Tracking in a WSN by MAs and Its Data Fusion Strategies

In [56] Tseng et al. proposed the use of MAs for location tracking applications in
WSNs to reduce sensing, computing and communication overheads. When a new
object is detected by a SN, an MA is initiated to track the roaming path of the
object. The MA visits the SN closest to the object and hops to other SNs following
the object’s movement. This MA (called master MA) may invite two nearby SNs
to cooperatively position the object by dispatching a slave MA to each of them.
Following that, the three MAs (the master MA and the two slave MAs) cooperate
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to perform the trilateration® algorithm [52] to calculate the object’s precise location.
As the object moves, the slave MAs may be revoked or reassigned depending on
how ‘strongly’ they sense the moving object. Regarding the number of slave MAs
the authors point out that although their development is based in the cooperation
of only two, it will be straightforward to extend their work to more slave MAs to
improve the positioning accuracy.

Besides location tracking the authors try to address the problem of fusion of
data containing the tracking results. They propose two schemes to transfer the fused
results to the PE, the Threshold-Based (TB) scheme and the Distance-Based (DB)
scheme. In TB scheme the results are forwarded to the PE when the data size carried
by the MAC(s) reaches an upper bound while in DB scheme both data size and the
distance of the MA from the PE are considered. Simulation results proved that DB
performs well in all cases while in TB the threshold should be carefully chosen.

7.2.4 MA-Based Distributed Sensor Network (MADSN) and MRI Algorithm

To solve the problem of the overwhelming data traffic, Qi et al. [46] proposed the
MA-based Distributed Sensor Network (MADSN) developed an enhanced version
of the original multi-resolution integration (MRI) algorithm [44] for scalable and
energy-efficient data aggregation. The idea of the original MRI algorithm [44] in-
volves the construction of a simple function (overlap function) from the outputs
of the sensors in a cluster and resolving this function at various successively finer
scales of resolution to isolate the region over which the correct sensors lie. Each
sensor in a cluster measures the same parameters. It is possible that some of them
are faulty. Hence it is desirable to make use of this redundancy of the readings in
the cluster to obtain a correct estimate of the monitored parameters.

The key concept in the enhanced version of MRI algorithm [46] for MADSNSs is
that multi-resolution analysis is applied at each sensor node instead of the PE, allow-
ing MADSN to save up to 90% of data transfer time, according to the simulations
the authors have conducted, compared to the original MRI [44] implementation for
Distributed Sensor Networks (DSNs).

Concluding, in this approach by transmitting the software code (MA) to SNs that
are nearby the area(s) of interest, a large amount of sensory data may be filtered
at the source by eliminating the redundancy utilizing the enhanced MRI algorithm
[46]. MAs may visit a number of SNs and progressively fuse retrieved sensory data,
prior to returning back to the PE to deliver the data. This scheme may be more
efficient than traditional client/server model; within the latter model, raw sensory
data are transmitted to the PE where data fusion takes place.

The main drawback of MADSN is that it operates based on the following as-
sumptions [6]: (1) the sensor network architecture is clustered; (2) source nodes
are within one hop from a CH; (3) much redundancy exists among the sensory

6 Trilateration is a method of determining the relative positions of objects using the geometry of
triangles in a similar fashion as triangulation. It uses the known locations of two or more reference
points, and the measured distance between the subject and each reference point.
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data which can be fused into a single data packet with a fixed size. These assump-
tions pose many limitations on the range of applications that may be supported by
MADSN. Also in [46] the authors assume a constant size for the MA, which is a
non-valid assumption since MAs may get ‘heavier’ from the data they collect as
they migrate through SNs.

7.3 Autonomic Data Fusion in Clustered WSN Architectures

7.3.1 Cluster-Based Hybrid Computing Schemes

Clustered architectures involve specific SNs operating as CHs; such nodes are typi-
cally positioned in their cluster’s centre, while they act as relays for forwarding the
sensory data retrieved by their assigned cluster members to the sink. Xu and Qi in
[61] argued that mobile agent-based WSNs does not necessarily perform better than
client/server schemes since MAs also introduce overhead due to their migrations
and access to legacy systems resources.

Along this line, they proposed two cluster-based hybrid computing schemes that
combine the advantages of MA and client/server models and offer better perfor-
mance, should the proper scheme is chosen according to network clustering condi-
tions. Within the first scheme (scheme A) each CH dispatches an MA that visits all
the cluster members (SNs) in sequence to collect and aggregate data. When an MA
returns to the CH, it sends the aggregated data back to the PE. In the second scheme
(scheme B) an MA is dispatched by the PE and visits the CHs to collect the sensory
data retrieved by the associated cluster members though client/server interactions.

The main drawback of the proposed hybrid model, as admitted by the authors, is
that while for some network configurations it can make full use of the advantages of
both the client/server and MA models, for some other configurations it could inherit
the disadvantages of both models, leading to decreased performance. An example
of such a situation is when the number of clusters is large for scheme A and small
for scheme B. Also the authors in [61] assume a constant size for the MA, which is
not realistic as the MA grows ‘bigger’ while collecting data from the SNs.

7.4 Hardware MA-based Autonomic Data Fusion

7.4.1 SENMA

Tong et al. in [55] proposed an architecture for large scale low-power sensor net-
work, called Sensor Networks with Mobile Agents (SENMA) architecture. SENMA
exploits node redundancies by introducing MAs that visit the SNs periodically or
when the application requires for data gathering or network maintenance. The addi-
tion of MAs shifts computationally intensive tasks away from primitive SNs to more
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powerful MAs enabling energy efficient operations under severely limited power
constraints.

MAs in SENMA are powerful hardware units equipped with sophisticated trans-
ceivers. Compared to regular SNs these special MAs are not strictly constrained on
their communication and processing capability and their ability to traverse the sen-
sor network. Examples of MAs could be manned/unmanned aerial vehicles, ground
vehicles equipped with sophisticated terminals and power generators, or specially
designed light nodes that can hop around in the network [55].

The authors showed that the simple topology of SENMA reduces energy con-
sumption and improves the scalability of WSNs [55]. The main drawback of
SENMA is the requirement of special hardware, playing the role of MAs that would
significant increase the cost and the deployment complexity of the WSN. However,
SENMA could be efficiently used in special applications where the cost of the WSN
is not a first-priority issue (e.g. military applications).

7.5 Combined MA / Stationary Agents-Based Autonomic Data
Fusion

7.5.1 Agent-Based Directed Diffusion (AbDD)

In [39] Agent-based Directed Diffusion (AbDD) is proposed by Malik et al. to ad-
dress one of the most significant drawbacks in current routing schemes for WSNs:
they all tend to propose optimal route that consume lowest energy (e.g. minimum
number of hops path), leading all the nodes along the optimal path to faster energy
depletion. On the contrary, AbDD ensures that data routing traffic is fairly balanced
across the network as it takes into account both the routing cost and remaining en-
ergy of the nodes and utilizes the cloning capability of MAs. AbDD uses directed
diffusion to address the redundancy of sensory data especially in large scale dense
WSNss with arbitrary nodes placement. Apart from MAs, SAs permanently residing
to SNs are also used (SAs directly interact with legacy systems, retrieve sensory
data and report them to the MAs).

MAs and SAs in conjunction with directed diffusion achieve energy saving by
moving the processing function to the data rather than transferring the data to the
PE. AbDD’s execution encompasses the following phases:

e Phase 1: The PE dispatches a single MA equipped with specified interest for data
to identify -cooperating with the local SAs- the SNs that satisfy these interests
(termed source SNs). In effect, an interest message is a query or an interrogation
which specifies what the PE looks for. Each interest contains a description of
sensing task that is supported by the WSN for acquiring data. When the MA
locates a SN that meets the specified interests, it returns back to the PE building
on the way the cost tables.
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e Phase 2: The PE dispatches the MA to distribute the application-specific code to
the source SNs. The sequence of source SNs to be visited is predetermined by
the PE. However, MAs may alter their itinerary on-the-fly taking into account the
battery level for each neighbor SN at each hop. When the MA reaches the first
source SN, it distributes the copy of application code to the SA and clones itself
to continue its itinerary. Next, it continues its itinerary and distributes copies of
the application code at each source SN. When it reaches the last source SN is
self-destroyed.

e Phase 3: The MA’s clone residing in the first source SN makes a new clone that
remains to the node (when a time interval set by the PE elapses). It then collects
the data from the sensor and migrates to the other source SN performing data
aggregation functions. Finally, it routes data back to the PE and destroys itself.

The authors proved through simulations that agent-based directed diffusion
achieves lower energy comparison than distributed directed diffusion. However, al-
though AbDD utilizes the cloning capability of MAs only a single MA initially is
dispatched by the PE and a single MA visits the source SN and reports back to the
PE. Thus, similarly to alternative single MA-based data fusion schemes AbDD is
associated with increased energy consumption and latency when considering data
retrieval from large sets of SNs.

7.5.2 Agent Collaborative Target Localization and Classification in Wireless
Sensor Networks

Wang et al. in [63] proposed a heterogeneous architecture for WSNs, for target
localization and classification tasks where both multi-agent systems (each node rep-
resents a multi-agent) and MAs are incorporated. The multi-agent system comprises
a four-level hierarchy [63], where the top level is the interface agent. This agent is
responsible for three procedures, namely receiving user queries about the environ-
ment, forwarding these queries to the lower level agents accordingly and reporting
the query results to the users. In the immediately lower level resides the regional
agent. According to the size of the WSN more than one regional agents may co-
exist, with each one being in charge of a region within the WSN. The task of the
regional agents is to receive query requests from the interface agent and to coor-
dinate sensor nodes within their region to collaboratively respond to the requests.
A region is further split to clusters that are managed by manager agents. The role
of manager agents is to directly control the behavior of sensor nodes (observing
agents) that are given the task of sensing the current target-event.

In the above hierarchical multi-agent system, MAs are employed only when nec-
essary and beneficial (e.g. in cases where data transmission comes in bulk or uti-
lization of MAs gives superior performance). Sensor fusion is primarily performed
based on multi-agent cooperation, however MAs are also used in cases of bulk
data exchanges. This architecture greatly facilitates designs and implementations
of WSN. In addition the architecture also readily adapts to diversified deployments
at various scales.
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Summarizing, the main purpose of this work is to develop the appropriate data
fusion mechanisms, which should provide desirable accuracy and at the same time
adapt to various WSN constraints (e.g. limited bandwidth and energy). They take
advantage of both multi-agent and multi-MA schemes to achieve their goals.

8 Comparison of MA Approaches for Autonomic Data Fusion in
WSNs

The performance of algorithms that fall into single-MA based category is relatively
low especially in large scale WSNs. This is because a single MA is used for data
fusion tasks and, hence, it must carry a heavy load of data retrieved from SNs.
This category is only suitable for small-scale WSNs. On the other hand multi-MA
based category can be efficiently used in large-scale WSNs, since multiple MAs
are working in parallel for data fusion tasks leading to considerable energy gains.
However, the complexity of the proposed algorithms is increased compared to single
MA-based algorithms since they cater for scheduling non-overlapping itineraries for
multiple MAs.

In clustered architectures the use of MAs for data fusion tasks may result in fast
energy depletion of CH nodes. To overcome this limitation, clustering algorithms
typically cater for the election of new CHs in periodic basis. However, that increases
the complexity of MAs routing since the itinerary scheduling algorithm should be
aware of the current CHs identity on every execution. Furthermore, this category
has limited applicability to WSNs consisted of mobile SNs since their topology
is frequently modified. Finally, CHs represent bottleneck points within the WSN,
especially when transfer of large chunks of sensory data is involved.

The proposals in hardware-based category can offer comparable or improved
performance than multi MA-based data fusion methods. Thus, they can efficiently
be used in large scale WSNs where cost is not a prohibitive factor. Proposals that
belong to combined MA / Stationary agents-based category can also be used in
large scale WSNs because multiple MAs and SAs are utilized in data fusion pro-
cess. These approaches offer comparable performance to that of multi agent-based
models, however they imply complex manageability since they involve MA and SA
entities. In addition, the permanent execution of SAs upon SNs implies increased
demand upon device resources.

In Fig. 7 we summarize the advantages and disadvantages of all the research
works reviewed in this chapter while Fig. 8 lists various parameters such as appli-
cation field, number of utilized MAs and relevant category. We also refer to the
parameters that affect the overall performance of each work (sensory data redun-
dancy ratio and MA initial size applies to all approaches) and where the itinerary
planning of MA(s) takes place.
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Fig. 7 Advantages-Disadvantages of each proposed scheme.

9 Open Research Issues

The rapid advances in sensor technology depress the manufacturing cost of SNs and
make feasible the deployment of large-scale WSNs. However the increased number
of SNs implies increased data volumes that must be transferred through the limited
bandwidth of wireless channels. This problem along with the resource constraints of
contemporary SNs (e.g. limited energy, computation and communication capabili-
ties) raises new challenges to the design of scalable and functional WSNs. To this
end, the use of MAs for autonomic data fusion tasks has been a subject of intense
research during the last few years. However, several research issues remain open, as
outlined below:

e SNsin a WSN typically operate unattended, and are therefore vulnerable to tam-
pering. Hence, the capture of an MA by an adversary is relatively easy and its
collected data can then easily be retrieved. Also the MA may acquire deceit-
ful data by a compromised node. Research should therefore be directed to MA-
based schemes that provide effective, low-complexity security mechanisms for
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Fig. 8 Individual parameters of of each proposed scheme.

number of clusters

the MAs and privacy for their carried data. Techniques that allow MAs to iden-
tify tampered and unreliable SNs should also be investigated.

WSNs can be threatened by Denial-of-Service (DoS) attacks (e.g. jamming, in-
terference or resource exhaustion) which can cause the collapse of an entire net-
work. DoS attacks represent a serious concern, especially in the eye of sensitive
WSN application scenarios (e.g. battlefield surveillance). Thus, MA-based data
fusion schemes able of responding to DoS attacks without disrupting their data
fusion tasks should be derived.

WSNs often face topology changes (due to temporal communication problems
or nodes energy exhaustion), especially when deployed in hostile environments.
Hence, research on MA-based data fusion should propose methods that guaran-
tee the best attainable results in these environments. These methods should allow
the fast and ‘inexpensive’ (of low complexity) adaptation of agent itineraries to
topology modifications so that the overall fusion cost does not increase consid-
erably. The key issues to be investigated is ‘when’ and ‘how’ to perform the
itinerary adaptation; also ‘who’ (the PE or the MAs) will execute the itinerary
adaptation procedure.

Proposal of innovative WSN agent-oriented applications (apart from data fusion)
that will benefit from the distributed nature of mobile agent objects and their
ability to perform local data processing and filtering.

Extensive evaluation of mobile agent paradigm in a variety of distributed sensor
networks applications, such as object monitoring and tracking.

Development of formal theoretical models that will systematically analyze the
qualitative and quantitative trade-offs of the mobile agent approach vs the client-
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server model in WSN environments, in a way similar to the one followed for IP
networks [14].

10 Conclusion

This chapter reviewed the main aspects of data fusion, mobile agent technology and
the benefits gained by utilizing MAs for autonomic data fusion tasks in WSNs.

It also classifies the research works that deal with MA-based autonomic data
fusion in WSNss in five main categories: single MA-based, multiple MA-based, au-
tonomic data fusion in clustered WSN architectures, hardware based and combined
multiple MA / stationary agents-based autonomic data fusion, highlighting their rel-
evant merits and shortcomings. Furthermore it highlights open research issues in
the field of MA-based autonomic data fusion in WSNs. In the near future, the wider
adoption and usage of WSN technologies is expected to bring out the significant
role that MAs can play in this type of networks.
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