
Zhang/RFID and Sensor Networks AU7777_C012 Page Proof Page 323 2009-6-24

Chapter 12

Clustering in Wireless
Sensor Networks

Basilis Mamalis, Damianos Gavalas, Charalampos Konstantopoulos,
and Grammati Pantziou

CONTENTS
12.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 324

12.1.1 Main Objectives and Design Challenges of
Clustering in WSNs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 326

12.2 Classification of Clustering Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 327
12.2.1 Clustering Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 327
12.2.2 Taxonomy of Clustering Protocols . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 331

12.3 Probabilistic Clustering Approaches . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 333
12.3.1 Popular Probabilistic Clustering Protocols . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 333

12.3.1.1 Low Energy Adaptive Clustering Hierarchy (LEACH) . . . . . . . 333
12.3.1.2 Energy-Efficient Hierarchical Clustering (EEHC) . . . . . . . . . . . . 335
12.3.1.3 Hybrid Energy-Efficient Distributed Clustering (HEED) . . . . 336

12.3.2 Extensions and Other Similar Approaches . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 338
12.4 Nonprobabilistic Clustering Approaches . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 341

12.4.1 Node Proximity and Graph-Based Clustering Protocols . . . . . . . . . . . . . . . . 342
12.4.2 Weight-Based Clustering Protocols . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 345
12.4.3 Biologically Inspired Clustering Approaches . . . . . . . . . . . . . . . . . . . . . . . . . . . . 346

12.5 Clustering Algorithms for Reactive Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 347
12.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 349
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 350

323



Zhang/RFID and Sensor Networks AU7777_C012 Page Proof Page 324 2009-6-24

324 � RFID and Sensor Networks

The use of wireless sensor networks (WSNs) has grown enormously in the last decade,
pointing out the crucial need for scalable and energy-efficient routing and data gather-
ing and aggregation protocols in corresponding large-scale environments. Hierarchical
clustering protocols (as opposed to direct single-tier communication schemes) have exten-
sively been used toward the above directions. Moreover, they can greatly contribute to
overall system scalability, lifetime, and energy efficiency. In this chapter the state of the art
in corresponding hierarchical clustering approaches for large-scale WSN environments is
presented. The need for clustering in WSNs is first motivated and a brief description of
the implied hierarchical network pattern is given. The basic advantages, objectives, and
design challenges are also briefly explored. A set of appropriate taxonomy parameters as
well as a global classification scheme is then introduced. In the main body of the chapter
the most significant of the existing WSN clustering algorithms are concisely presented
and commented according to the previously stated parameters and classification scheme.
The chapter is concluded by stating some general remarks as well as some open research
issues in the field.

12.1 Introduction
In most wireless sensor network (WSN) applications nowadays the entire network must
have the ability to operate unattended in harsh environments in which pure human
access and monitoring cannot be easily scheduled or efficiently managed or it’s even
not feasible at all [1]. Based on this critical expectation, in many significant WSN
applications the sensor nodes are often deployed randomly in the area of interest by
relatively uncontrolled means (i.e., dropped by a helicopter) and they form a network in
an ad hoc manner [2,3]. Moreover, considering the entire area that has to be covered,
the short duration of the battery energy of the sensors and the possibility of having
damaged nodes during deployment, large populations of sensors are expected; it’s a
natural possibility that hundreds or even thousands of sensor nodes will be involved. In
addition, sensors in such environments are energy constrained and their batteries usually
cannot be recharged. Therefore, it’s obvious that specialized energy-aware routing and
data gathering protocols offering high scalability should be applied in order that network
lifetime is preserved acceptably high in such environments.

Naturally, grouping sensor nodes into clusters has been widely adopted by the research
community to satisfy the above scalability objective and generally achieve high energy
efficiency and prolong network lifetime in large-scale WSN environments. The corre-
sponding hierarchical routing and data gathering protocols imply cluster-based organi-
zation of the sensor nodes in order that data fusion and aggregation are possible, thus
leading to significant energy savings. In the hierarchical network structure each cluster
has a leader, which is also called the cluster head (CH) and usually performs the special
tasks referred above (fusion and aggregation), and several common sensor nodes (SN) as
members.

The cluster formation process eventually leads to a two-level hierarchy where the
CH nodes form the higher level and the cluster-member nodes form the lower level.
The sensor nodes periodically transmit their data to the corresponding CH nodes. The
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CH nodes aggregate the data (thus decreasing the total number of relayed packets)
and transmit them to the base station (BS) either directly or through the intermediate
communication with other CH nodes. However, because the CH nodes send all the
time data to higher distances than the common (member) nodes, they naturally spend
energy at higher rates. A common solution in order balance the energy consumption
among all the network nodes, is to periodically re-elect new CHs (thus rotating the
CH role among all the nodes over time) in each cluster. A typical example of the
implied hierarchical data communication within a clustered network (assuming single-
hop intracluster communication and multi-hop intercluster communication) is further
illustrated in Figure 12.1.

The BS is the data processing point for the data received from the sensor nodes,
and where the data is accessed by the end user. It is generally considered fixed and at
a far distance from the sensor nodes. The CH nodes actually act as gateways between
the sensor nodes and the BS. The function of each CH, as already mentioned, is to
perform common functions for all the nodes in the cluster, like aggregating the data
before sending it to the BS. In some way, the CH is the sink for the cluster nodes,
and the BS is the sink for the CHs. Moreover, this structure formed between the sensor
nodes, the sink (CH), and the BS can be replicated as many times as it is needed, creating
(if desired) multiple layers of the hierarchical WSN (multi-level cluster hierarchy).

Base station
(BS)

CH

CH

CH

CH

Intracluster communication

Intercluster communication

Figure 12.1 Data communication in a clustered network.
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12.1.1 Main Objectives and Design Challenges of
Clustering in WSNs

As was mentioned at the beginning, hierarchical clustering in WSNs can greatly
contribute to overall system scalability, lifetime, and energy efficiency. Hierarchical
routing is an efficient way to lower energy consumption within a cluster, performing
data aggregation and fusion in order decrease the number of transmitted messages to the
BS. On the contrary, a single-tier network can cause the gateway to overload with the
increase in sensors density. Such overload might cause latency in communication and
inadequate tracking of events. In addition, the single-tier architecture is not scalable for a
larger set of sensors covering a wider area of interest because the sensors are typically not
capable of long-haul communication. Hierarchical clustering is particularly useful for
applications that require scalability to hundreds or thousands of nodes. Scalability in this
context implies the need for load balancing and efficient resource utilization. Applications
requiring efficient data aggregation (e.g., computing the maximum detected radiation
around a large area) are also natural candidates for clustering. Routing protocols can also
employ clustering [9,27]. In Ref. [50], clustering was also proposed as a useful tool for
efficiently pinpointing object locations.

In addition to supporting network scalability and decreasing energy consumption
through data aggregation, clustering has numerous other secondary advantages and
corresponding objectives [1]. It can localize the route setup within the cluster and thus
reduce the size of the routing table stored at the individual node. It can also conserve
communication bandwidth because it limits the scope of intercluster interactions to CHs
and avoids redundant exchange of messages among sensor nodes. Moreover, clustering
can stabilize the network topology at the level of sensors and thus cuts on topology
maintenance overhead. Sensors would care only for connecting with their CHs and
would not be affected by changes at the level of inter-CH tier. The CH can also
implement optimized management strategies to further enhance the network operation
and prolong the battery life of the individual sensors and the network lifetime. A CH can
schedule activities in the cluster so that nodes can switch to the low-power sleep mode
and reduce the rate of energy consumption. Furthermore, sensors can be engaged in a
round-robin order and the time for their transmission and reception can be determined
so that the sensors reties are avoided, redundancy in coverage can be limited, and medium
access collision is prevented.

WSNs also present several particular challenges in terms of design and implementa-
tion. Similar challenges and design goals have also been faced earlier in the field of mobile
ad hoc networks (MANETs), and naturally a lot of related ideas (considering clustering
protocols etc.) have been borrowed from that field. In WSNs, however (in which the
support of mobility even if it’s applicable, it’s not critical), the limited capabilities (battery
power, transmission range, processing hardware and memory used, etc.) of the sensor
nodes combined with the special location-based conditions met (not easily accessed in
order recharge the batteries or replace the entire sensors) make the energy efficiency and
the scalability factors even more crucial. Moreover, the challenge of prolonging network
lifetime under the above restrictions is difficult to be met by using only traditional tech-
niques. Consequently, it becomes unavoidable to follow alternative techniques (i.e., see
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Section 12.3) leading to more efficient protocols with a lot of differences compared to
the ones designed for MANETs.

Beyond the typical (however vital) challenges mentioned above (limited energy,
limited capabilities, network lifetime) some additional important considerations in the
design process of clustering algorithms for WSNs should be the following: Cluster for-
mation: The CH selection and cluster formation procedures should generate the best
possible clusters (well balanced, etc.). However they should also preserve the number
of exchanged messages low and the total time complexity should (if possible) remain
constant and independent to the growth of the network. This yields a very challenging
trade-off. Application Dependency: When designing clustering and routing protocols for
WSNs, application robustness must be of high priority and the designed protocols should
be able to adapt to a variety of application requirements. Secure communication: As in
traditional networks, the security of data is naturally of equal importance in WSNs too.
The ability of a WSN clustering scheme to preserve secure communication is ever more
important when considering these networks for military applications. Synchronization:
Slotted transmission schemes such as TDMA allow nodes to regularly schedule sleep
intervals to minimize energy used. Such schemes require corresponding synchronization
mechanisms and the effectiveness of this mechanisms must be considered. Data aggrega-
tion: Because this process makes energy optimization possible it remains a fundamental
design challenge in many sensor network schemes nowadays. However its effective imple-
mentation in many applications is not a straightforward procedure and has to be further
optimized according to specific application requirements.

12.2 Classification of Clustering Algorithms
12.2.1 Clustering Parameters
Before documenting on the possible classification options of WSNs clustering algorithms
as well as on the algorithms themselves in more details, it is worth reporting on some
important parameters with regard to the whole clustering procedure in WSNs. These
parameters also serve as the basic means for further comparison and categorization of the
presented clustering protocols throughout this chapter.

� Number of clusters (cluster count). In most recent probabilistic and randomized
clustering algorithms the CH election and formation process lead naturally to
variable number of clusters. In some published approaches, however, the set of
CHs are predetermined and thus the number of clusters are preset. The number
of clusters is usually a critical parameter with regard to the efficiency of the total
routing protocol.

� Intracluster communication. In some initial clustering approaches the communi-
cation between a sensor and its designated CH is assumed to be direct (one-hop
communication). However, multi-hop intracluster communication is often (nowa-
days) required, i.e., when the communication range of the sensor nodes is limited
or the number of sensor nodes is very large and the number of CHs is bounded.
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� Nodes and CH mobility: If we assume stationary sensor nodes and stationary CHs
we are normally led to stable clusters with facilitated intracluster and intercluster
network management. On the contrary, if the CHs or the nodes themselves are
assumed to be mobile, the cluster membership for each node should dynamically
change, forcing clusters to evolve over time and probably need to be continuously
maintained.

� Nodes types and roles: In some proposed network models (i.e., heterogeneous
environments) the CHs are assumed to be equipped with significantly more com-
putation and communication resources than others. In most usual network models
(i.e., homogeneous environments) all nodes have the same capabilities and just a
subset of the deployed sensors are designated as CHs.

� Cluster formation methodology: In most recent approaches, when CHs are just
regular sensors nodes and time efficiency is a primary design criterion, clustering
is being performed in a distributed manner without coordination. In few earlier
approaches a centralized (or hybrid) approach is followed; one or more coordinator
nodes are used to partition the whole network off-line and control the cluster
membership.

� Cluster-head selection: The leader nodes of the clusters (CHs) in some proposed
algorithms (mainly for heterogeneous environments) can be preassigned. In most
cases however (i.e., in homogeneous environments), the CHs are picked from the
deployed set of nodes either in a probabilistic or completely random way or based
on other more specific criteria (residual energy, connectivity etc.).

� Algorithm complexity. In most recent algorithms the fast termination of the
executed protocol is one of the primary design goals. Thus, the time complexity
or convergence rate of most cluster formation procedures proposed nowadays is
constant (or just dependent on the number of CHs or the number of hops). In
some earlier protocols, however, the complexity time has been allowed to depend
on the total number of sensors in the network, focusing in other criteria first.

� Multiple levels. In several published approaches the concept of a multi-level
cluster hierarchy is introduced to achieve even better energy distribution and
total energy consumption (instead of using only one cluster level). The improve-
ments offered by multi-level clustering are to be further studied, especially when
we have very large networks and inter-CH communication efficiency is of high
importance.

� Overlapping. Several protocols give also high importance on the concept of node
overlapping within different clusters (either for better routing efficiency or for
faster cluster formation protocol execution or for other reasons). Most of the
known protocols, however, still try to have minimum overlap only or do not
support overlapping at all.

According to the above parameters, we then try to introduce and further compare
most of the algorithms presented in this chapter. This brief initial presentation is given
in Table 12.1. The reader should refer to this table in combination with the global
classification scheme given in the next section to gain a more clear view of the presented
algorithms.
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12.2.2 Taxonomy of Clustering Protocols
There have been several different ways (based directly on the above-mentioned param-
eters or not) to initially distinguish and further classify the algorithms used for WSNs
clustering, [4]. Two of the most early and common classifications in the bibliography are
(i) clustering algorithms for homogeneous or heterogeneous networks and (ii) centralized
or distributed clustering algorithms.

The first of the above classifications is based on the characteristics and functionality
of the sensors in the cluster, whereas the other one is based on the method used to
form the cluster. In heterogeneous sensor networks (i.e., [6,10]), there are generally two
types of sensors, sensors with higher processing capabilities and complex hardware (used
generally to create some sort of backbone inside the WSN—being preset as the CH
nodes—and also serve as data collectors and processing centers for data gathered by
other sensor nodes), and common sensors, with lower capabilities, used to actually sense
the desired attributes in the field. In homogeneous networks, all nodes have the same
characteristics, hardware and processing capabilities (i.e., this is the typical case when the
sensors are deployed in battle fields). In this case (which is the most usual in nowadays
applications) every sensor can become a CH. Moreover, the CH role can be periodically
rotated among the nodes in order achieve better load balancing and more uniform energy
consumption.

Also, when all the nodes have the same capabilities (homogeneous environments),
a distributed CH election and formation process is the most appropriate technique
to gain increased flexibility and fast execution-convergence times independent of the
number of nodes of the WSN. There are also a few approaches using centralized or
hybrid techniques (i.e., [5,6,12]—where one or more coordinator nodes or the BS is
responsible to partition the whole network off-line and control the cluster membership),
however they are naturally not suitable for practical general-purpose large-scale WSNs
applications (they may be suitable only for special purpose limited-scale applications
where high-quality connectivity and network partitioning is required). Here we mainly
focus on distributed (which are the most efficient, especially for large networks) clustering
protocols for homogeneous environments (which are the most general purpose and
widely used nowadays).

Another common classification is between static and dynamic clustering. A cluster
formation procedure is regarded as dynamic (otherwise as static) when it includes regular
(periodic or event driven) CH reelection or cluster reorganization procedures, either
to effectively react to network topology changes and adjust appropriately the cluster
topology, or simply aiming at the appropriate rotation of the CH role among the nodes
to gain in energy efficiency. Dynamic cluster architectures make a better use of the
sensors in a WSN and naturally lead to improved energy consumption management and
network lifetime.

Most of the known clustering algorithms for WSNs can be further distinguished
into two main categories (as presented in details in Sections 12.3–12.4), depending on
cluster formation criteria and parameters used for CH election:

� Probabilistic (random or hybrid) clustering algorithms
� Nonprobabilistic clustering algorithms
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In the category of probabilistic selection clustering algorithms [11–24], a priori
probability assigned to each sensor node is used to determine the initial CHs (or some
other type random election procedure is scheduled). The probabilities initially assigned
to each node often serve as the primary (random) criterion in order for the nodes to
decide individually on their election as CHs (in a flexible, uniform, fast and completely
distributed way); however other secondary criteria may also be considered either during
CH election process (i.e., the residual energy) or during the cluster formation process (i.e.,
the proximity or the communication cost) in order achieve better energy consumption
and network lifetime. Beyond the high energy efficiency (which is facilitated also from
the periodic CH reelection scheme usually adopted), the clustering algorithms of this
category usually achieve faster execution/convergence times and reduced volume of
exchanged messages.

In the category of nonprobabilistic clustering algorithms [25–43], more specific
(deterministic) criteria for CH election and cluster formation are primarily consid-
ered, which are mainly based [25–36] on the nodes’ proximity (connectivity, degree,
etc.) and on the information received from other closely located nodes. The cluster
formation procedure here is mainly based on the communication of nodes with their
neighbors (one or multi-hop neighbors) and generally requires more intensive exchange
of messages and probably graph traversing in some extent, thus leading sometimes to
worse time complexity than probablistic/random clustering algorithms. On the con-
trary these algorithms are usually more reliable toward the direction of extracting
robust and well-balanced clusters. In addition to node proximity, some algorithms
[37–40] also use a combination of metrics such as the remaining energy, trans-
mission power, mobility, etc. (forming corresponding combined weights) to achieve
more generalized goals than single-criterion protocols. In the same category we also
address a relatively new and quite challenging class of clustering algorithms for WSNs,
namely, the biologically inspired protocols [41–43] (based on swarm intelligence)
which are probably the most promising alternative approaches for clustering in WSNs
nowadays.

Furthermore, in Section 12.5, we refer separately to a special-purpose class of clus-
tering protocols, those that are suitable for Reactive Networks [44–49]. These protocols
have clearly different objectives compared to the most common category of proactive
clustering algorithms to which all the other above-mentioned protocols belong. They are
specifically oriented to applications with timing restrictions and usually take advantage
of user queries for the sensed data or of specific triggering events that occur in the WSN.
It should also be noted that throughout this chapter the concept of sensor nodes or CHs
mobility has not been considered in any particular way, as the number of applications
that require mobile nodes are still considerably rare; also there is not much specialized
work in the literature till now. The reader may find some relevant information and
specific related work in Refs. [51] and [52].

Finally, before the detailed presentation of the main clustering categories introduced
above, we will refer briefly to the former protocols used for clustering in WSNs (i.e.,
even before the last decade). The first clustering algorithms for WSNs were naturally
inspired from (or entirely based on) corresponding algorithms already studied and used
in the field of wired sensor networks or, later, in the field of mobile ad hoc networks.
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Uniformly assigned unique identifiers were usually the key parameter for selecting CHs
in those algorithms.

One of the first such clustering algorithms (initially developed for wired sensor
networks) was the Linked Cluster Algorithm (LCA—[7]). LCA was a distributed ID-
based, one-hop, static clustering algorithm, trying to maximize network connectivity.
The main disadvantage of LCA was that usually led to excessive number of clusters. An
improved LCA-based approach (generating smaller number of clusters) was given in [8]
(LCA2). Both algorithms [7,8] had limited scope as clustering algorithms for WSNs
because they did not consider the problem of limited energy of WSNs. Additionally,
both protocols construct one-hop clusters and their time complexity is O(n) which
is rather unacceptable for large size WSNs. Similarly, an early example of clustering
protocols initially developed for mobile ad hoc networks and then applied also to
WSNs, was the adaptive clustering algorithm presented in [9]. Other classical paradigms
of clustering algorithms designed initially for MANETs, were the MAX-MIN [29],
HC [28], and WCA [38] algorithms; we will briefly refer to them later (due to their
specific characteristics) in Section 12.4. Finally, some of the initial clustering schemes
proposed for WSNs were based on some sort of manual formation of the clusters
(mostly applicable to heterogeneous environments). Such a representative case can be
found in Ref. [10] (DCATT). These manual-based clustering formation schemes are not
applicable to general-purpose WSNs of our days, unless specific conditions are met.

12.3 Probabilistic Clustering Approaches
As the need for efficient use of WSNs on large regions increased in the last decade
dramatically, more specific clustering protocols were developed to meet the additional
requirements (increased network lifetime, reduced and evenly distributed energy con-
sumption, scalability, etc.). The most significant and widely used representatives of these
focused on WSN clustering protocols (LEACH, EEHC, and HEED) and their most
valuable extensions are presented in the main part of this section. They are all probabilistic
in nature and their main objective was to reduce the energy consumption and prolong
the network lifetime. Some of them (such as LEACH, EEHC, and their extensions)
follow a random approach for CH election (the initially assigned probabilities serve as
the basis for the random election of the CHs), whereas others (like HEED and similar
approaches) follow a hybrid probabilistic methodology (secondary criteria are also con-
sidered during CH election—i.e., the residual energy). Some additional energy-efficient
random selection approaches with good performance (like RECA) are also examined at
the end of the section.

12.3.1 Popular Probabilistic Clustering Protocols

12.3.1.1 Low Energy Adaptive Clustering Hierarchy (LEACH)

One of the first and most popular clustering protocols proposed for WSNs was LEACH
(Low Energy Adaptive Clustering Hierarchy) [11,12]. It is probably the first dynamic
clustering protocol which addressed specifically the WSNs needs, using homogeneous
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stationary sensor nodes randomly deployed, and it still serves as the basis for other
improved clustering protocols for WSNs. It’s an hierarchical, probabilistic, distributed,
one-hop protocol, with main objectives (a) to improve the lifetime of WSNs by trying to
evenly distribute the energy consumption among all the nodes of the network and (b) to
reduce the energy consumption in the network nodes (by performing data aggregation
and thus reducing the number of communication messages). It forms clusters based on
the received signal strength and also uses the CH nodes as routers to the BS. All the data
processing such as data fusion and aggregation are local to the cluster.

LEACH forms clusters by using a distributed algorithm, where nodes make
autonomous decisions without any centralized control. All nodes have a chance to
become CHs to balance the energy spent per round by each sensor node. Initially a node
decides to be a CH with a probability “p” and broadcasts its decision. Specifically, after its
election, each CH broadcasts an advertisement message to the other nodes and each one
of the other (non-CH) nodes determines a cluster to belong to, by choosing the CH that
can be reached using the least communication energy (based on the signal strength of each
CH message). In Figure 12.2 the cluster formation scheme is given in a more clear view.

Wait for Join-
Request

messages

Node i
cluster-head ? 

Announce
cluster-head status

Wait for cluster-head
announcements 

Send join-request
message to chosen 

cluster-head 

Wait for schedule from
cluster-head

t = 0  

Create TDMA
schedule and send to

cluster-members
t = 0

Steady-state
operation for

t = Tround seconds

NoYes

Figure 12.2 Flowchart of the cluster formation process of LEACH. (Redrawn from
Heinzelman, W.B. et al., IEEE Trans. Wireless Commun., 1, 660, 2002.)
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The role of being a CH is rotated periodically among the nodes of the cluster to
balance the load. The rotation is performed by getting each node to choose a random
number “T” between 0 and 1. A node becomes a CH for the current rotation round if
the number is less than the following threshold:

T (i) =
⎧⎨
⎩

p
1 − p ∗ (

rmod 1
p
) if i ∈ G

0 otherwise

where
p is the desired percentage of CH nodes in the sensor population
r is the current round number
G is the set of nodes that have not been CHs in the last 1/p rounds

The clusters are formed dynamically in each round (through the process of Figure 12.2)
and the time to perform the rounds are also selected randomly.

Generally, LEACH can provide a quite uniform load distribution in one-hop sensor
networks. Moreover, it provides a good balancing of energy consumption by random
rotation of CHs. Furthermore, the localized coordination scheme used in LEACH pro-
vides better scalability for cluster formation, whereas the better load balancing enhances
the network lifetime. However, despite the generally good performance, LEACH has also
some clear drawbacks. Because the decision on CH election and rotation is probabilistic,
there is still a good chance that a node with very low energy gets selected as a CH. Due
to the same reason, it is possible that the elected CHs will be concentrated in one part
of the network (good CHs distribution cannot be guaranteed) and some nodes will not
have any CH in their range. Also, the CHs are assumed to have a long communication
range so that the data can reach the BS directly. This is not always a realistic assumption
because the CHs are usually regular sensors and the BS is often not directly reachable
to all nodes. Moreover, LEACH forms in general one-hop intracluster and intercluster
topology where each node should transmit directly to the CHs and thereafter to the BS,
thus normally it cannot be used effectively on networks deployed in large regions.

12.3.1.2 Energy-Efficient Hierarchical Clustering (EEHC)

Another significant probabilistic clustering algorithm was earlier proposed in Ref. [13]
(Energy Efficient Hierarchical Clustering—EEHC). The main objective of this algo-
rithm was to address the shortcomings of one-hop random selection algorithms such as
LEACH by extending the cluster architecture to multiple hops. It is a distributed, k-hop
hierarchical clustering algorithm aiming at the maximization of the network lifetime.
Initially, each sensor node is elected as a CH with probability “p” and announces its
election to the neighboring nodes within its communication range. The above CHs are
now called the “volunteer” CHs. Next, all the nodes that are within “k”-hops distance
from a “volunteer” CH, are supposed to receive the election message either directly or
through intermediate forwarding. Consequently, any node that receives such CH election
message and is not itself a CH, becomes a member of the closest cluster. Additionally,
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a number of ‘forced’ CHs are elected from nodes that are neither CHs nor belong to a
cluster. Specifically, if the election messages do not reach a node within a preset time
interval t, the node becomes a “forced” CH assuming that it is not within k hops of all
volunteer CHs.

However, the most challenging feature of the EEHC algorithm is the direct extension
to a corresponding multi-level clustering structure. The initial clustering process is
recursively repeated at the level of CHs making it possible to build multiple levels of
cluster hierarchy. Assuming that an “h”-level cluster hierarchy has been constructed in
that way (with corresponding preset CH election probabilities p1, p2, · · · , ph for each
level), the algorithm ensures the efficient “h”-level communication between common
sensor nodes and the BS, as follows (assuming that level h is the highest): Common
sensor nodes transmit their collected data to the corresponding first-level (level # 1)
CHs, the CHs of the first-level clusters transmit the aggregated data to the second-level
CHs and so on, till the top (#h) level of the clustering hierarchy is reached; the CHs
of those h-level clusters transmit their final aggregated data reports to the BS. This
multi-level protocol has a time complexity of O(k1 + k2 + · · · + kh), where ki is the
corresponding parameter (for each level) to the above-mentioned “k” parameter (number
of hops in the basic-initial procedure). That was a significant improvement over the O(n)

time complexity that many of the existing algorithms till then (like LCA) had, and made
this algorithm quite suitable for large networks.

Considering the overall performance of EEHC, the energy consumption for network
operations (data gathering, aggregation, transmission to the BS, etc.) clearly depends on
the parameters p and k of the algorithm. The authors derive mathematical expression
for the values of p and k that achieve minimal energy consumption and they show via
simulation results that by using the optimal parameter values energy consumption in
the network can be reduced significantly. Also the simulation results validate the worth
of use multiple levels (instead of single-level) of cluster hierarchy, as it is presented in
Figure 12.3 for different values of communication radii r and spatial density λ.

12.3.1.3 Hybrid Energy-Efficient Distributed Clustering (HEED)

Another improved and very popular energy-efficient protocol is HEED (Hybrid Energy-
Efficient Distributed Clustering [14]). HEED is a hierarchical, distributed, clustering
scheme in which a single-hop communication pattern is retained within each cluster,
whereas multi-hop communication is allowed among CHs and the BS. The CH nodes are
chosen based on two basic parameters, residual energy and intracluster communication
cost. Residual energy of each node is used to probabilistically choose the initial set of
CHs. On the other hand, intracluster communication cost reflects the node degree or
node’s proximity to the neighbor and is used by the nodes in deciding to join a cluster
or not. Thus, unlike LEACH, in HEED the CH nodes are not selected randomly. Only
sensors that have a high residual energy are expected to become CH nodes. Also, the
probability of two nodes within the transmission range of each other becoming CHs is
small. Unlike LEACH, this means that CH nodes are well distributed in the network.
Moreover, when choosing a cluster, a node will communicate with the CH that yields
the lowest intracluster communication cost. In HEED, each node is mapped to exactly
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Figure 12.3 Energy consumption of multi-level EEHC. (Redrawn from
Bandyopadhya, S. and Coyle, E., An energy efficient hierarchial clustering algo-
rithm for wireless sensor network, in 22nd Annual Joint Conference of the IEEE
Computer and Communication Societies (INFOCOM 2003), San Francisco, CA,
April 2003.)

one cluster and can directly communicate with its CH. Also, energy consumption is not
assumed to be uniform for all the nodes. The algorithm is divided into three stages.

At the beginning, the algorithm sets an initial percentage of CHs among all sensors.
This percentage value, Cprob, is used to limit the initial CHs announcements to the
other sensors. Each sensor sets its probability of becoming a CH, CHprob, as follows:
CHprob = Cprob ∗ Eresidual/Emax, where Eresidual is the current energy in the sensor, and
Emax is the maximum energy, which corresponds to a fully charged battery. CHprob
is not allowed to fall below a certain threshold pmin, which is selected to be inversely
proportional to Emax.

The main body of the algorithm consists of a (constant) number of iterations. Every
sensor goes through these iterations until it finds the CH that it can transmit to with
the least transmission power (cost). If it hears from no CH, the sensor elects itself to be
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a CH and then sends an announcement message to its neighbors informing them about
the change of status. Finally, each sensor doubles its CHprob value and goes to the next
iteration of this phase. It stops executing this phase when its CHprob reaches 1. Therefore,
there are two types of CH status that a sensor could announce to its neighbors: (a) The
sensor becomes a ‘tentative’ CH if its CHprob is less than 1 (it can change its status to a
regular node at a later iteration if it finds a lower cost CH). (b) The sensor “permanently”
becomes a CH if its CHprob has reached 1.

At the end, each sensor makes a final decision on its status. It either picks the least
cost CH or announces itself as CH. Note also that for a given sensor’s transmission
range, the probability of CH selection can be adjusted to ensure inter-CH connectivity.

Generally, HEED’s mechanism to select the CHs and form the clusters produces
a uniform distribution of cluster heads across the network through localized commu-
nications with little overhead. It also clearly outperforms LEACH with regard to the
network lifetime and the desired distribution of energy consumption. However, syn-
chronization is required and the energy consumed during data transmission for far away
cluster heads is significant, especially in large-scale networks. Also, a knowledge of the
entire network is normally needed to determine reliably the intracluster communication
cost and configuration of those parameters might be difficult in practical world.

12.3.2 Extensions and Other Similar Approaches
On the basis of the probabilistic nature of LEACH, several other protocols were developed
aiming at better energy consumption and overall performance. First, the LEACH-C and
the LEACH-F protocols were proposed in Ref. [12], introducing slight modifications
to the initial LEACH cluster formation procedure. LEACH-C is a centralized version
of LEACH, in the sense that the responsibility of the cluster creation is transferred
to the BS. Each node is initially obligated to perform a direct communication with
the BS in order that a global view of the network is formed. As a result an improved
cluster formation procedure is performed and a slightly better overall performance of the
network is achieved. LEACH-F is also a centralized protocol and is based initially on the
same global clustering scheme as in LEACH-C. The main difference lies on the fact that
all clusters are fixed once when they are formed, thus reducing the overhead of cluster
formation in the network. However, the above design directive prevents the use of the
protocol in networks with any kind of mobility.

A valuable extension to LEACH has been proposed in Ref. [15] (two-level LEACH),
where the key idea of probabilistic CH election is extended (similar to the EEHC protocol
but keeping one-hop intracluster topology) to construct a two-level clustering scheme.
The outer level consists of the “primary” CHs where as the inner level consists of the
“secondary” CHs. The “primary” CHs in each outer-level cluster communicate directly
with the corresponding “secondary” CHs and the “secondary” CHs in each inner-
level cluster communicate directly with the corresponding nodes in that subcluster. Data
fusion as well as communication within a cluster is performed like in LEACH, in TDMA
schedules. The selection of the “primary” and the “secondary” CHs is performed also
in the same way as in LEACH, by setting corresponding a priori probabilities for each
node. The “primary” CHs are selected first and the “secondary” CHs are selected next
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from the remaining nodes. The probability to become a “primary” CH is normally less
than the probability to become a “secondary” CH. Generally, the two-level clustering
scheme of this algorithm achieves a significant reduction on the percentage of nodes that
have to transmit data to the BS in each round. Thus, it is normally expected to reduce
the total energy spent.

Also, most of the published probabilistic clustering algorithms construct “disjoint”
clusters. On the contrary, in Ref. [16] the authors argue that allowing some degree of
overlap among clusters can be quite effective for many tasks like intercluster routing,
topology discovery and node localization, recovery from CH failure, etc. Specifically, they
introduce a probabilistic (randomized), distributed Multi-hop Overlapping Clustering
Algorithm (MOCA) for organizing the sensors into overlapping clusters. The goal of the
clustering process is to ensure that each node is either a CH or within “k” hops from
at least one CH, where k is a preset cluster radius. The algorithm initially assumes that
each sensor in the network becomes a CH with probability “p.” Each CH then advertises
itself to the sensors within its radio range. This advertisement is forwarded to all sensors
that are no more than k hops away from the CH. A node sends a request to all CHs that
it heard from to join their clusters. In the join request, the node includes the ID of all
CHs it heard from, which implicitly implies that it is a boundary node. The CH election
probability (p) is used to control the number of clusters in the network and the degree
of overlap among them. The authors also provide extensive simulation work to validate
appropriate values of “p” to achieve particular cluster count and overlapping degree.

Beyond the pure use of a priori probabilities to elect the initial CHs, another
significant parameter additionally used (like in HEED) is the residual energy of each
node. Two such recent algorithms (similar also to LEACH with regard to the overall
clustering process) were proposed in Refs. [17,18]. In Ref. [17] (Time Controlled
Clustering Algorithm—TCCA), the whole operation is divided (similar to LEACH)
into rounds trying to achieve better load distribution among sensor nodes. In each
round initially the CH selection procedure takes place and overall cluster formation
process follows. Each node decides to elect itself as a CH or not based on the suitable
combination of two basic criteria, its residual energy and a preset probability “p.” Actually
in this step TCCA applies a direct combination of LEACH and HEED algorithms by
having the (HEED inspired) energy fraction Eresidual/Emax participating directly in the
computation of the (LEACH inspired) CH-election threshold Ti in each round. When a
CH is selected, it announces its selection to the neighboring nodes by sending a message
which includes its node id, initial time-to-live, its residual energy, and a time stamp.
The time-to-live parameter is selected according to the residual energy and it is used to
restrict the size of the clusters that are formed. On the other hand, in Ref. [18] (Energy
Efficient Clustering Scheme—EECS), a constant number of CHs are elected (i) based on
their residual energy (as the main criterion) and (ii) using localized competition process
without iteration to complete the cluster formation process. Specifically, the candidate
CHs compete for their chance to be elected at any given round by broadcasting their
residual energy to neighboring candidates. If a given node does not find a node with
more residual energy, it becomes the CH. Additionally, clusters are then formed by
retaining variable sizes dynamically, mainly depending on the distance of each cluster
from the BS. As a result, the corresponding algorithm can effectively lead to better energy
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consumption and uniform load distribution (having a clearly better behavior compared
to LEACH in simulated experiments), based on the fact that clusters at a greater distance
from the BS require more energy for transmission than those that are closer.

Also, considering the HEED algorithm a slight (however effective) modification was
also proposed in Ref. [20]. Specifically, the difference here is the treatment of nodes that
eventually did not hear from any CH (orphaned nodes); during the finalization phase of
the initial protocol all these nodes become CHs themselves. On the contrary, in Ref. [20]
the authors claim that re-executing the algorithm for just those orphaned nodes could
lead to significant improvements. Furthermore, this slight modification was shown to
significantly decrease the CHs’ count which then leads to reduced size (shorter paths) of
the routing tree needed during inter-CH communication which finally results in faster
data gathering procedures.

Similarly, considering the multi-level EEHC algorithm, a valuable extension (that
includes additional CH election criteria) is proposed in Ref. [19] (EEMC), where the
expected number of CHs at each level is previously determined by analytical formulas.
The authors generalize the analysis given in Ref. [13] and present results about the
optimal number of CHs at a certain level. Considering the formation process, they
follow a top-down approach starting from the formation of level-1 clusters. The CHs at
each level are randomly selected according to a certain probability. The probability of a
node becoming a CH is proportional to the residual energy of the node as well as the
distance of this node to the sink node (or to the CH it belongs to at lower levels). The
distance is taken into account as each CH should transmit the aggregated data on behalf
of its member nodes to its next level CH and a large distance between these two nodes
contributes to fast energy consumption in the transmitting CH. The probabilities are
also normalized so that the expected number of CHs at each level is according to the
optimal values determined in their analysis. Extensive simulation work is also provided,
in which the EEMC protocol is shown to achieve longer network lifetime and less latency
compared to LEACH and EEHC protocols.

Finally, some random selection protocols have also been developed that follow
an even more clear random CH election procedure (i.e., by randomly waiting or by
generating a random competition, etc.). Such an early proposed algorithm was RCC
[21], which was initially designed for MANETs and applies the ‘First Declaration
Wins’ rule. In Ref. [22], another completely randomized clustering algorithm (CLUBS)
was proposed, where each node participates in the election procedure by choosing a
random number from a fixed integer range and then it counts down from that number
silently. Two more recent and quite efficient (converging in constant time) completely
randomized protocols were proposed in Refs. [23] and [24]. In Ref. [23] (Fast Local
Clustering service—FLOC), a distributed protocol that produces approximately equal
sized clusters with minimum overlap is presented.

On the other hand, in Ref. [24] (Ring-structured Energy-efficient Clustering
Algorithm—RECA) sensors are grouped into one-hop bridgeable clusters during the
initial cluster formation phase. Firstly, the expected number of nodes in one cluster is
estimated a priori as γ = N × π × R2/A, where N is the total number of nodes in
the network, A is the area that the network covers, and R is the minimum transmission
range. A node may elect itself to be a CH or a cluster member. In each slot, each node,
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which has neither elected itself a CH nor associated itself with a cluster, generates a
random number in the [0,1] interval and compares the generated number to a threshold
h = min(2r ×1/γ, 1), where r is the current slot number. If the generated number is less
than h, the node becomes a CH and announces this information to nodes which reside
within its area, otherwise the node waits and listens to other CH announcements. Upon
receiving CH announcements, the node associates itself with the best signal-to-noise
ratio (SNR) cluster. After approximately log2 γ time slots, each node in the network is
either a CH or a cluster member. RECA uses also a deterministic algorithm to rotate
the role of CH within a cluster. In each round, cluster nodes take turns to be CHs,
based on their position in the logical ring. The simulation results provided (comparing
to LEACH and HEED protocols) show that RECA achieves even distribution of energy
consumption among the nodes of each cluster and outperforms LEACH and HEED in
terms of expected network lifetime.

In conclusion, the probabilistic (clearly random or hybrid) protocols can be regarded
as the leading class of clustering algorithms for WSNs due to their simplicity and their
high energy efficiency. Simple protocols like LEACH, EEHC, and HEED introduced
such alternative techniques with low complexity time and improved energy efficiency,
whereas later many other extensions and similar probabilistic approaches were developed
(mostly by extending or combining the advantages of the above basic protocols) that
presented very satisfactory total performance. The EEMC, EECS, MOCA, TCCA,
and RECA protocols can be regarded as the most valuable of such recent probabilistic
WSN clustering approaches, in terms of limited and balanced energy consumption and
increased network lifetime. The basic disadvantage (however not critical in large scale
environments) of these protocols is that due to their probabilistic nature, the CHs are not
always distributed well and the CH role is not always rotated uniformly, which sometimes
influences the distribution of energy consumption. The hybrid probabilistic protocols
(like HEED and its extensions) behave better with regard to this aspect, however they
usually lead (due to the extra processing needed) to increased total time compared to
clearly random protocols.

12.4 Nonprobabilistic Clustering Approaches
Alternatively to the probabilistic (randomized or not) algorithms presented in the pre-
vious section, another basic class of clustering algorithms for WSNs primarily adopt
more specific (deterministic) criteria for CHs election and cluster formation, which are
mainly based on the nodes’ proximity (connectivity, degree, etc.) and on the informa-
tion received from other closely located nodes. The cluster formation procedure here
is mainly based on the communication of nodes with their neighbors (one or multiple
hops neighbors) and generally requires more intensive exchange of messages and probably
graph traversing in some extent. The use of additional metrics (including the remaining
energy, transmission power, mobility, etc.) in the form of combined weighted values
is also a quite promising technique followed to achieve more generalized goals than
other single-metric protocols. Furthermore, an even more challenging and promising
nonprobabilistic clustering approach is based on the use of swarm intelligence and has
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led to the construction of corresponding biologically inspired clustering protocols that
already have been shown to extend network lifetime in WSNs. Finally, in a few other
approaches (not described here in details), beyond the application of typical proximity–
connectivity criteria, the proposed protocols are primarily guided by specific (however
virtual) structure-based sensors organizations and then by progressive cluster formation
steps which normally lead to clusters with more controlled/predictable characteristics.
Such examples can be found in Refs. [25,26].

12.4.1 Node Proximity and Graph-Based Clustering
Protocols

Such a proximity-traversing-based algorithm was earlier proposed in Ref. [27] (Hierar-
chical Control Clustering—HCC). It is a distributed multi-hop hierarchical clustering
algorithm which also efficiently extends to form a multi-level cluster hierarchy. Any node
in the WSN can initiate the cluster formation process. The algorithm proceeds in two
phases, “Tree Discovery” and “Cluster Formation.” The tree discovery phase is basically
a distributed formation of a Breadth-First-Search (BFS) tree rooted at the initiator node.
Each node, u, broadcasts a signal once every p units of time, carrying the information
about its shortest hop distance to the root, r. A node v that is neighbor of u will choose
u to be its parent and will update its hop distance to the root, if the route through u is
shorter. The broadcast signal carries the parent ID, the root ID, and the sub tree size.
Every node updates its sub tree size when its children sub tree size change. The cluster
formation phase starts when a sub tree on a node crosses the size parameter, k. The node
initiates cluster formation on its sub tree. It will form a single cluster for the entire sub
tree if the sub tree size is less than 2k, or else, it will form multiple clusters. The cluster
size and the degree of overlap are also considered. In Figure 12.4 the proposed multi-level
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Figure 12.4 HCC Three-layer cluster hierarchy. (Redrawn from Banerjee, S. and
Khuller, S., A clustering scheme for hierarchial control in multi-hop wireless
networks, in Proceedings of the 20th Joint Conference of the IEEE Computer
and Communication Societies (INFOCOM 01), Anchorage, AK, April 2001.)
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hierarchy is further illustrated. This approach has a time complexity of O(n), however
it has been shown to achieve quite balanced clustering as well as to handle dynamic
environments very well.

Two other early proposed algorithms of this category (designed primarily for
MANETs, however applicable in WSNs too) can be found in Ref. [28] (Highest
Connectivity–HC) and [29] (Max-Min D-Cluster algorithm). In Ref. [28] a
connectivity-based heuristic is proposed, in which the sensor node with maximum
number of one-hop neighbors is elected as a CH in its neighborhood. The formation
of one-hop clusters and the clock synchronization requirement limit the practical usage
of this algorithm nowadays. On the other hand, in Ref. [29], a distributed algorithm is
proposed, in which the clusters consist of nodes that are no more than d-hops away from
the CH. The algorithm has complexity O(d), it does not require clock synchronization
and it provides a better load balancing compared to LCA and HC algorithms.

Other more recent examples of proximity-connectivity and neighbors’ information-
based algorithms have been proposed in Refs. [30–32]. In Ref. [30] a typical centralized,
graph-based clustering approach (EEDC) is presented. To minimize the number of
clusters and therefore maximize the energy saving, EEDC models the cluster creation
process as a clique-covering problem and uses the minimum number of cliques to cover
all vertices in the graph. The sink also dynamically adjusts the clusters based on spatial
correlation and the received data from the sensors. The algorithm produces robust and
well-balanced clusters, however it is centralized and thus not suitable for large-scale
WSNs.

In Ref. [31] (Clustering Algorithm via Waiting Timer—CAWT), a distributed
proximity-connectivity-based algorithm for constructing cluster hierarchy has been pro-
posed for homogeneous sensors with the same transmission range. Once sensors are
deployed, each sensor broadcasts a “hello” message to show its presence to the neigh-
bors while listening to the others. The sensors that hear a significant number of “hello”
messages (meaning that are nodes with high connectivity) organize into clusters while
others are waiting to form clusters. The performance of the algorithm was evaluated
using simplified simulations leading to quite good results with regard to network life-
time. However, as it is clearly observed, the generalization of the algorithm is subject
to detailed evaluation with respect to load balancing, CH reelection, and energy usage
across the network.

Similarly, in Ref. [32] (EACLE) a distributed clustering procedure, which beyond
the proximity takes also in account the residual energy of each node, is followed. It is
mainly based on the information of 2-hop neighbors with a practical transmission power
control scheme, and then builds a broadcast tree only by cluster heads. Initially, each
sensor is in a ‘waiting’ state and waits for time T1 which is a monotonous decreasing
function on the residual energy of the node. When the timer expires, the waiting node
becomes a CH and broadcasts two packets with different (power-high and power-low)
transmission power each, which contain the list of the neighbor-IDs received before
broadcasting. When a waiting node receives a power-low packet it becomes a member
node, whereas when it receives a power-high packet, it compares its own neighbor list
with the list of IDs in the receiving packet, to decide if it should continue waiting or
become a CH. Also, each node executes the clustering process periodically. Once a node
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becomes a CH in a specific round, its timer is then set to a longer value to avoid becoming
a CH again in the next round.

Also, a quite valuable alternative approach was given in Ref. [33] (Algorithm for
Cluster Establishment, ACE). Unlike other distributed clustering schemes, ACE employs
an emergent algorithm. Emergent algorithms much like artificial neural networks evolve
to optimal solution through a mix of local optimization steps. Initially, a node decides to
become a “candidate” CH, and then it broadcasts an invitation message. Upon getting
the invitation, a neighboring sensor joins the new cluster and becomes a follower of the
new CH. At any moment, a node can be a follower of more than one cluster. Next,
the migration phase takes place in order the best candidate for being CH to be selected.
Each CH periodically checks the ability of its neighbors for being a CH and decides to
step down if one of these neighbors has more followers than it does. A node that has the
largest number of followers and the least overlap with other clusters will be considered
as the best final candidate for CH. The algorithm converges in time O(d) where d is the
node density per unit disk. Experimental validation of ACE indicated that it achieves
low variance and high average of cluster sizes when compared to node-ID-based schemes
like [7] and [8].

Finally, toward the direction of efficient data gathering and aggregation, some other
alternative solutions, without direct clustering, have also been proposed [34,35]. These
approaches are mainly based on graph traversing heuristics and they have shown worth
telling improvements compared to typical cluster-based implementations like LEACH.
Similarly, in Ref. [36] the authors propose a corresponding “hybrid” clustering protocol
(PEACH) which builds an adaptive clustering hierarchy without incurring the clustering
formation overhead commonly met in other direct clustering algorithms. Instead, by
overhearing the packets transmitted and received by neighboring nodes, each node can
determine its role (CH or not) and possibly join the cluster of other node, thereby creating
a clustering hierarchy. In PEACH protocol, a node becomes a CH when it hears a packet
destined for the node itself. Otherwise, when the packet is destined for a different node,
the node that overheard the packet joins the cluster of the destination node. By means of
simulation, the PEACH protocol was compared to other competitive approaches, such
as LEACH, HEED, and PEGASIS, and showed lower energy consumption and higher
network lifetime mainly because the clustering hierarchy is created on the fly based on
the information overheard by nodes.

In conclusion, the node-proximity and graph traversing clustering protocols achieve
quite balanced and stable clusters (quite uniform distribution of CHs in the entire area,
low intracluster communication cost, etc.), however they present several disadvantages.
They usually lead to increased complexity time to satisfy more qualitative criteria, whereas
important parameters like the number of clusters and the size of each cluster cannot easily
be controlled without qualitative cost. Additionally, most of these protocols do not apply
effective CHs rotation procedures (or they do not apply such procedures at all) leading
to reduced energy efficiency and worse network lifetime than probabilistic protocols.
The HCC, ACE, CAWT, and EACLE protocols can be regarded as the most valuable
approaches in this category, however they do not present (in terms of energy consumption
and network lifetime) good results as the corresponding probabilistic clustering protocols.
On the contrary, special attention has to be paid to some recent hybrid (without direct
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clustering) clustering protocols, like the PEACH protocol, that seem to achieve lower
energy consumption by effectively avoiding part of the cluster formation overhead.

12.4.2 Weight-Based Clustering Protocols
In addition to node proximity, some other known algorithms use a combination of
metrics such as the remaining energy, transmission power, etc., (thus forming corre-
sponding combined weights) to achieve more generalized goals than single-criterion
protocols. Several algorithms following this directive were initially borrowed from the
field of mobile ad hoc networks, i.e., [37] and [38]. As a typical example, in Ref. [38]
(WCA), a corresponding weight-based protocol was proposed where the CH election pro-
cess is based on the computation of a “combined weight” Wv for each node, which takes
into account several system parameters such as the node degree, the transmission power,
mobility, and the remaining energy of the node: Wv = w1Tv +w2Dv +w3Mv +w4Pv.
The combined weight is calculated and broadcasted by each node. The node with the
smallest weight in its neighborhood is chosen as a CH. This is a nonperiodic proce-
dure for CH election; it is invoked on demand every time a reconfiguration of the
network’s topology is unavoidable. This algorithm attempted to provide better load
balancing through reduced number of sensors in a cluster but the requirement of clock
synchronization limits its applications.

Two more recent weight-based protocols were proposed in Refs. [39,40]. In Ref. [39]
[Distributed Weight-Based Energy-Efficient Hierarchical Clustering (DWEHC)] a cor-
responding distributed algorithm is given, which aims at high energy efficiency by
generating balanced cluster sizes and optimizing the intracluster topology. Each sensor
calculates its weight after locating the neighboring nodes in its area. The weight is a func-
tion of the sensors residual energy and the proximity to the neighbors. In a neighborhood,
the node with largest weight would be elected as a CH and the remaining nodes become
members. At this stage the nodes are considered as first-level members because they have
a direct link to the CH. A node progressively adjusts such membership to reach a CH
using the least amount of energy. Basically, a node checks with its non-CH neighbors
to find out their minimal cost for reaching a CH. Given the node’s knowledge of the
distance to its neighbors, it can assess whether it is better to stay a first-level member or
become a second-level one reaching the CH over a two-hop path. Figure 12.5, illustrates
the structure of the intracluster topology. Compared to HEED, the DWEHC algorithm
has been shown to generate more well-balanced clusters as well as to achieve significantly
lower energy consumption in intracluster and intercluster communication.

Similarly, in Ref. [40] (Topology Adaptive Spatial Clustering—TASC), the authors
propose another distributed algorithm that partitions the network into a set of locally
isotropic, nonoverlapping clusters without prior knowledge of the number of clusters,
cluster size, and node coordinates. This is achieved by deriving a set of weights that
include distance, connectivity, and density information within the locality of each node.
The derived weights form the terrain for holding a coordinated leader election procedure
in which each node selects the node closer to the center of mass of its neighborhood to
become its leader.



Zhang/RFID and Sensor Networks AU7777_C012 Page Proof Page 346 2009-6-24

346 � RFID and Sensor Networks

Cluster
range

V0

V 1

V2

V 3

V4

V6
V 7

V 8V9

H

V 5

Figure 12.5 DWEHC multi-hop intracluster topology. (Redrawn from Ding, P.
et al., Distributed energy efficient hierarchical clustering for wireless sensor net-
works, in Proceedings of the IEEE International Conference on Distributed Com-
puting in Sensor Systems(DCOSS05), Marina Del Rey, CA, June 2005.)

Generally, the weight-based clustering protocols have been shown to produce well-
balanced and stable clusters like the node-proximity and graph-based protocols, in a
more systematic and deterministic way. Additionally they can achieve better distribution
of energy consumption because most of them consider the residual energy as part of the
computed weights during the CH election process. However, they normally suffer from
the same disadvantages (increased communication time, no CHs rotation, etc.) as the
node-proximity and graph-based protocols that were examined in the previous paragraph.

12.4.3 Biologically Inspired Clustering Approaches
Finally, the last few years some new algorithms have also been proposed based on swarm
intelligence techniques which model the collective behavior of social insects such as ants.
They have shown very promising results in simulated experiments (compared to proto-
cols like LEACH and HEED) with regard to network lifetime. In Ref. [41] the authors
propose such a swarm intelligence-based clustering algorithm based on the ANTCLUST
method. ANTCLUST is a model of an ant colonial closure to solve clustering problems.
In colonial closure model, when two objects meet together they recognize whether they
belong to the same group by exchanging and comparing information about them. In
the case of a WSN, initially the sensor nodes with more residual energy become CHs
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independently. Then, randomly chosen nodes meet each other, exchange information,
and clusters are created, merged, and discarded through these local meetings and com-
parison of their information. Each node with less residual energy chooses a cluster based
on specific criteria, like the residual energy of the CH, its distance to the CH, and an
estimation of the cluster size. Eventually, energy efficient clusters are formed that result
in an extension of the lifetime of the WSN.

Another related approach that ensures the good distribution of CHs and high energy
efficiency, can be found in Ref. [42]. Also, in Ref. [43], a protocol that has the objective
of minimizing the intracluster distance and optimizing the energy consumption of
the network using Particle Swarm Optimization (PSO) is presented and evaluated via
simulations. Generally, biologically inspired clustering algorithms show that they can
dynamically control the CH selection while achieving quite uniform distribution of CHs
and energy consumption. However, they have to be studied further as it is pointed out
in the literature.

12.5 Clustering Algorithms for Reactive Networks
All the algorithms presented in the previous sections (having been considered as “proac-
tive” clustering algorithms) are based on the assumption that the sensors always have
data to send, hence, they should all be considered during the cluster formation. In
contrast, “reactive” algorithms take advantage of user queries for the sensed data or of
specific triggering events that occur in the WSN. Namely, nodes may react instantly to
sudden and drastic changes in the value of a sensed attribute. This approach is useful for
time-critical applications, but not particularly suited for applications where data retrieval
is required on a regular basis.

The Threshold sensitive Energy Efficient sensor Network protocol (TEEN) [44]
forms a hierarchical clustered structure, grouping nearby nodes within the same cluster.
The protocol focuses on information aggregation rather than on cluster formation, which
is very similar to LEACH. The protocol defines two thresholds: the hard threshold
is a threshold (absolute) value for the sensed attribute, while the soft threshold is a

AQ1threshold (small change) value of the sensed attribute. The concept of threshold is highly
significant in a variety of WSN applications, such as fire alarm, temperature monitoring,
etc. The nodes transmit sensor readings only when they fall above the hard threshold
and change by given amount (soft threshold). In TEEN, sensor nodes sense the medium
continuously, but data transmission is done less frequently which favors the energy
saving. However, if the thresholds are not crossed, the nodes will never communicate,
namely TEEN does not support periodic reports.

The Adaptive Periodic-TEEN (APTEEN) [45] is a variation of TEEN which
addresses the latter’s main shortcoming. It is a hybrid routing protocol wherein the
nodes still react to time-critical situations, but also give an overall picture of the network
at periodic intervals in an energy efficient manner. The CH selection in APTEEN is
based on the mechanism used in LEACH-C. The clusters are valid for an interval called
the cluster period. At the end of this period, the BS performs reclustering. Assuming that
adjacent nodes register similar data, APTEEN forms pairs of nodes where only one of
them responds to queries. These two nodes can alternate in the role of handling queries,
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thereby saving resources. Simulations have indicated that APTEEN’s performance lies in
between TEEN and LEACH in terms of average energy dissipation events and network
lifetime. That is a reasonable conclusion that derives from APTEEN’s hybrid proactive-
reactive nature. The main drawbacks of TEEN and APTEEN lie on the control overhead
associated with the formation of multiple-level clusters, the method of implementing
threshold functions, and none of them exploits spatial and temporal data correlation to
improve efficiency.

Decentralized Reactive Clustering (DRC) has been proposed in Ref. [48]. Similarly
to other reactive algorithms, the clustering procedure is initiated only in the case of
events detection. Four different operation phases are defined: the postdeployment phase,
followed by a cluster-forming phase which is when clusters are constructed, then an intra-
cluster data processing phase and finally a CH-to-processing center phase. DRC uses
power control technique to minimize energy usage in cluster formation. Unfortunately,
simulations only compare DRC against LEACH and therefore do not highlight its
performance gains or disadvantages against other reactive clustering protocols.

More recently, the Clustered AGgregation (CAG) [46], mechanism was proposed,
which utilizes the spatial correlation of sensory data to further reduce the number of
transmissions by providing approximate results to aggregate queries. CAG guarantees
the result to be within a user-specified error-tolerance threshold. Cluster formation is
performed while queries are disseminated to the network (query phase), where clus-
ters group nodes sensing similar values. Subsequently, CAG enters the response phase
wherein only one aggregated value per cluster is transmitted up the aggregation tree. In
effect, CAG is a lossy clustering algorithm (most sensory readings are never reported)
which trades a lower result precision for a significant energy, storage, computation, and
communication saving.

The Updated CAG algorithm [47] extends CAG defining two operation modes,
depending on the dynamics of the environment. In the interactive mode, users issue
a one-shot query and the network generates a single response. This is appropriate for
scenarios where the environment changes dynamically, or when users desire to change
the approximation granularity or query attributes interactively. On the other hand, in
the streaming mode, the CHs transmit a stream of response for a query that is issued
just once. This mode of operation is well suited for static environments where sensor
readings do not change frequently and the query remains valid for a certain period of
time. Note that the interactive mode only exploits the spatial correlation of the sensor
data to form clusters, whereas the streaming mode leverages both temporal and spatial
correlations. The latter adjusts clusters locally as the data and topology change over time.
Overall, CAG and Updated CAG approaches provide efficient data aggregation and
energy saving solutions at the expense of a precision error bounded by a user-provided
threshold.

In an even more recent approach, Guo and Li proposed Dynamic-Clustering Reac-
tive Routing (DCRR) algorithm [49]. DCRR borrows ideas from biological neuron
networks, following the observation that the latter also employ a many-to-one (neurons-
to-brain) communication paradigm, similarly to the nodes of a WSN. In DCRR, once
an incident emerges, the CH is dynamic selected in the incident region according to the
nodes’ residual energy. DCRR defines a TEEN-inspired “action threshold” for firing
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data to the sink. That threshold is dynamically adjusted to trace the changing speed of
the incident. The action threshold is also intentionally fluctuated outside the incident
region to enable all network nodes to send data in periodic basis (so that they are not
misconceived as failed ones).

In conclusion, reactive clustering algorithms relax the network from the control
overhead and the time required to perform the clustering process in the WSN. The use
of attributes thresholds and the exploitation of the spatial and temporal correlation of
sensory data, inherent in many networking environments, compress the magnitude of
event-driven data transmissions. These algorithms are also highly responsive to radical
changes in the monitored environment and are particularly useful for time-sensitive
applications. However, they do not suit applications which require periodic retrieval of
sensory readings, wherein the construction of stable and energy-efficient cluster structures
is of critical importance.

12.6 Conclusion
Generally, clustering in WSNs has been of high interest in the last decade and there is
already a large number of related published works. Throughout this chapter we tried to
present the main characteristics of the most significant protocols that were proposed till
now in the literature. As it was pointed out, grouping nodes into clusters, thus leading to
hierarchical routing and data gathering protocols, has been regarded as the most efficient
approach to support scalability in WSNs. The hierarchical cluster structures facilitate
the efficient data gathering and aggregation independent to the growth of the WSN, and
generally reduce the total amount of communications as well as the energy spent.

The main objective of most of the existing protocols lies on how to prolong the
lifetime of the network and how to make a more efficient use of the critical resources,
such as buttery power. Furthermore, the combined need for fast convergence time and
minimum energy consumption (with regard to the cluster formation procedure) led to
appropriate fast distributed probabilistic (clearly random or hybrid) clustering algorithms
which quickly became the most popular and widely used in the field. In these algorithms
the nodes are assumed to make fast decisions (i.e., to become CHs or not) based on some
probability or other local information only (i.e., on their residual energy) and usually the
desired quality of the final cluster output is considered as a secondary parameter only.
Another critical feature of most of these algorithms (leading to more uniform distribution
of the energy consumption) is the periodic reelection of CHs (rotation of the CH role)
among all the nodes of the network. Clustering algorithms that adopt as primary election
criteria other classical parameters like connectivity, nodes’ proximity, distance, etc., have
also been developed and relevant protocols are still being used, leading probably to
more qualitative output (well balanced clusters, etc). However the time complexity of
these algorithms is difficult to be kept low as in leading probabilistic/random clustering
algorithms.

Moreover, because the size of the WSNs (number of sensors, area covered, etc.) used
in real applications become larger and larger, the extension in multi-hop communication
patterns (with regard to intracluster and/or intercluster communication) is unavoidable,
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whereas the multi-level cluster hierarchies have also been regarded as a promising option
preserving energy efficiency independent of the growth of the network. Significant
progress has also been noted in specialized protocols for timely critical applications,
where nodes should react instantly to sudden and drastic changes in the value of a sensed
attribute.

Finally, several additional issues should be further studied in future research. Some
of the most challenging of these issues include the development of a generic method
for finding the optimal number of clusters in order maximize the energy efficiency, the
estimation of the optimal frequency of CH rotation/reelection to gain better energy
distribution, however, keeping the total overhead low, the efficient support of nodes and
CHs mobility as well as the support of mobile sinks, the incorporation of several security
aspects (i.e., enhanced protection needed in hostile environments when cluster-based
protocols are used), the further development of efficient recovery protocols in case of
CHs failure, etc.
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